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CHAPTER1

INTRODUCTION

1.1 Background

Natural language or human language possesses many types of ambiguities. One
of them is word sense ambiguity — a phenomenon in which a word can have more
than one meaning or sense. However, human usually neither notices this type of
ambiguity nor has problems when facing with the ambiguity. He can determine the
correct sense instantly almost every time the ambiguity occurs in a context. This
language competence of human is supported by the work of Hirst (1987:84) in
psycholinguistic research on word sense ambiguity resolution that “In general, people
did not notice occurrences of word sense ambiguity, and seem to disambiguate without
any conscious effort.” Hirst (1987:85) stated further that “Many researches or even
intuition suggested that ambiguities are always resolved by the end of the sentence,
with a good guess being made if the information provided is insufficient.” Thus, an
important key to human's ability of ambiguity resolution, besides his language
competence, is that he can make use of necessary information provided by a context
(especially within a sentence) for disambiguation.

However, word sense ambiguity, like other types of ambiguities (categorial and
structural ambiguities), is a crucial problem for natural language processing (NLP)
systems as stated by Small, et al. (1988) that “ambiguity is a central problem in lexical
semantics and its resolution determines progress in NLP in general.” NLP systems for
Thai language also face with the problem of word sense ambiguity. Thepkanjana
(1993) explained that word sense ambiguity is one of the characteristics of Thai that
causes a huge problem for Thai language processing systems. When an NLP system,

for example, a Thai-English machine translation program translates a sentence like "1



Lﬂulaﬂﬁﬁaﬂmﬂmﬁ", suppose that the word #7 /hua4/ has 10 different senses, then the
machine translation program will have at least 10 ways for translating this sentence.
Thus, how to correctly select the right meaning of the word #7 /hua4/ is an important
problem to be resolved for a machine translation system as well as for other NLP

applications to a more or less degree as follows.

(1) Syntactic analysis: WSD is useful for syntactic analysis such as the
analysis of grammatical gender, prepositional phrase attachment (Ravin, 1990). Ide
and Véronis (1998) gave an example of WSD in helping the analysis of grammatical
gender as in French, /ivre can mean "book" or "pound", knowing which sense is
required can help tagging whether livres is a masculine noun or a feminine noun (in

"book" sense, livres is masculine, in "pounds" sense, it is feminine).

(2) Text processing: WSD is necessary for text processing tasks because
knowing the correct sense of a word can help editing the word correctly. For example,
in spelling correction in French, the system can correctly change comte to comté when
the correct sense of the word in a context is "county" (and not "count"). In accent
restoration in textual medium where accents are missing, as in French cote, the system
can put the correct accent to the word when it knows the correct sense of the word in a
context (cité means "coast" and cot€ means "side") (Yarowsky, 1994). In changing
case, as in HE READ THE TIMES, knowing that TIMES is the name of a newspaper,

the system can correctly change this sentence to He read the Times.

(3) Speech processing: WSD is required for such speech processing tasks as
correct phonetization of words in speech synthesis, word segmentation and

homophone discrimination in speech recognition.



(4) Lexicography: Sense-annotated information from a corpus-based word
sense disambiguation (WSD)l reduces the considerable overhead task for
lexicographers in sorting large-scaled corpora according to word usage for the

determination of different senses of words. (Kilgarriff; 1997)

(5) Information retrieval (IR): WSD is useful for IR in that they can supply
the correct sense of the ambiguous words so that the IR system will return its finding
which is relevant to a query. However, Kilgarriff (1997) argued that it is not clear
whether WSD has the potential to significantly improve IR performance. There are
two reasons. First, if WSD program is inaccurate, it will cause a huge trouble to the IR
system more than the ambiguous word itself. Second, in longer queries, different
words in the query will tend to be mutually disambiguating, so WSD is probably only

relevant where the query is very short.

(6) Natural Language Understanding (NLU): According to Kilgarriff
(1997), WSD is not much important to NLU because NLU applications such as
message understanding and man-machine communication deal only with very specific
text types, so only the sense of an ambiguous word that is relevant to this specific
sublanguage will be likely to occur. However, there is a tendency that NLU systems
will become more sophisticated, with richer domain models and less limitations in the

varieties of text they can analyze. These will make WSD to be more relevant to NLU.

In conclusion, WSD is a necessary tool for most NLP tasks. It is very important
for a machine translation system, very benefit to lexicography, required for some tasks
of text and speech processing and helpful for syntactic analysis. For IR, WSD is

necessary in some moderate degree because problems can be resolved by using longer

" See detailed explanation about a corpus-based WSD approach insection 2.5.2.



queries. NLU seems to require very little help from WSD because its applications are
mostly domain specific. However, with the recent trend of NLU applications towards

more general and unrestricted domain, WSD becomes more important.

1.2 Previous Researches on Word Sense Disambiguation and

Focuses of this Study

NLP systems have difficulties when facing with ambiguities because they do
not have an ability to exploit necessary information from a context for disambiguation
like a human. Therefore, most of the works on WSD, like other works on ambiguity
resolution for NLP systems, tried to imitate a model of human language processing of
ambiguity by using information from a context as argued by Ide and Véronis(1998:18)
that "context is the only means to identify the meaning of polysemous words."” There
are two kinds of contexts’ involved in the disambiguation. The first is micro context or
local context (the open- and closed-class items that occur within a small window,
usually a sentence, around a word). The second is macro context or global context
which can be subdivided into topical context (the open-class words that co-occur with
a particular sense, usually within a window of several sentences) and domain (context
or script activated by the general topic of the discourse). Several issues regarding the

use of context for WSD have been addressed in WSD researches as follows:

* For disambiguating homonymous words (another type of word sense ambiguity), beside
context, information from a homonymous word itself is another useful information See section
2.1 for the different between homonymous and polysemous words and section 2.4.1 for the
explanation about information from an ambiguous word itself.

* More details about context are explained in section 2.4.2.



(1) Does the combination of various kinds of context yield a better result

than using one of them alone?

Leacock, Chodorow and Miller (1998) tested a statistical classifier, TLC
(Topical/Local Classifier) which is a Bayesian classifier that uses topical context,
local context, or a combination of them. The results suggested that local context is
superior to topical context. Whether combining both local and topical contexts yields
a better result, according to Leacock, Chodorow and Miller (1998), depends on
syntactic categories. For example, there is a substantial benefit for a noun line, a
slightly less for a verb serve and none for an adjective hard. This is because several
senses of verb and adjective tend to occur in more general or unrestricted domain
discourses or texts, while different senses of noun tend to occur in different or
restricted domain discourses or texts. Beside syntactic categories, the existence of
nontopical senses (senses that are not limited to a specific topic and appear freely in

many different domains of discourse) also limits the use of topical context.

The results of these works as well as the current trend towards disambiguating
senses of words with parts of speech other than noun in unrestricted domain texts are
reasons why current WSD tasks make use of information from local context only (Ide
and Véronis; 1998). Based on these findings, since we are interested in WSD of not
only noun but also verb in unrestricted texts, we will use only local context for WSD

in this study.

* See section 2.5.2.1 for more details about Bayesian classifier.



(2) Does the combination of different sources of information from local

context’ yield a better result than using only one source of information?

Ng and Lee (1996) considered multiple knowledge sources including parts of
speech of nearby words, morphological forms, unordered set of surrounding words,
local collocations, and verb-object syntactic relations, for WSD. They found that all of
these information contribute to disambiguation, however, the result suggested further
that local collocations yield the highest accuracy. Ng and Lee explained that this
finding agrees with the past observation of Choueka and Lusignan (1985) that humans
need a narrow window of only a few words to perform WSD. However, McRoy
(1998) combined the strongest, most obvious sense preferences drawn from knowledge
sources including, parts of speech, word frequencies, collocations, semantic context,
role-related expectation, syntactic restrictions. The results suggested that the
combination of all sources of information yields a better result than using only one
source of information alone because each of them has its own limitation. For example,
normally the collocation wait on means "serve" (as in "Mary waited on John."), but
role-related expectation, such as that the BENEFICIARY be inanimate (as in "Mary

waited on the steps.") indicates that wait on does not mean "serve".

Therefore, based on the findings from these previous researches, there still be
no unified conclusion to this issue. However, since this study is the first step of
research on WSD in Thai, we will follow Ng and Lee (1996) and Choueka and
Lusignan (1985) in considering only local collocation. This study will reveal whether

the use of local collocation alone is sufficient for WSD in Thai.

> Local context can be divided into two groups: (1) collocation and (2) restriction. See

section 2.4.2.1.1 for more details.



(3) "What minimum value of N will, at least in a tolerable of cases, lead

to the correct choice of meaning for the central word?', which is a question

raised by Weaver (1955).

This question arises because collocation does not need to be immediately
adjacent (Haliday, 1961; Ide and Véronis, 1998). Choueka and Lusignan (1985) found
that 2-contexts (the context of two words to the left and to the right of the ambiguous
words) are highly reliable for disambiguation, and even 1-contexts are reliable in 8 out
of 10 cases. Leacock, Chodrow, and Miller (1998) used a local window of £3 open-
class words, arguing that this number showed the best performance in previous test.
Yarowsky (1993, 1994a, 1994b) examined different windows of context, including 1-
contexts, k-contexts, and words pairs at offsets -1 and -2, -1 and +1, and +1 and +2,
and sorted them using a log-likelihood ratio to find the most reliable evidence for
disambiguation. He found that the optimal span when considering local context is k =
3 or 4, and k = 20-50 words for global context. However, since Yarowsky also used
other information (such as part of speech, global collocation), his result does not

suggest the impact of window size alone.

In this study, we will focus only on the impact of window size by exploring
different spans of local context and determining the optimal span (the distance from
an ambiguous word to its sense indicator) for WSD in Thai without considering any

other information like parts of speech or global contexts.



(4) Does the process of feature selection (considering the strongest feature
of only one context word) yield a better result than the process of combining
evidences from all features (considering features of all words surrounding the

ambiguous word)?

WSD algorithms that use Baysian classifier or dictionary-based approach6
are examples of statistical classifiers that perform no feature selection. Instead, they
combine the evidence from all features, that is, they rely on the information from all
words in the context as the sense indicators (Manning and Schitze; 1999). For
example, in considering a window span of £5, all features (of words within this span)
will be combined together as the evidence for disambiguation. The advantage is that it
has high efficiency and accuracy because its ability to combine evidence from a large
number of features. However, Manning and Schitze (1999) argued that its strength
lies its weakness. It ignores the structure and linear ordering of words within the
context when the evidence are combined (this is referred to as a bag-of-word model).
This bag-of-word model leads to the assumption that the presence of one word in the
bag is independent of another which is opposite to the real piece of language, for
example, president usually occurs in context that has election rather than in a context
that has poet. So, the algorithm does not make use of this useful information for
disambiguation.

Yarowsky's decision list algorithm (1994) and Brown et al's information-
theoretic approach7 (1991b) are examples of another approach that try to rely on just
one reliable piece of evidence instead of combining all available pieces of evidences.
For example, in considering a window span of x5, only one feature (of a word within

this span) that is the strongest sense indicator will be selected. The features that are

® See section 2.5.2.2 for details about dictionary-based WSD
” See section 2.5.2.3 for details about information theoretic approach and 2.5.2.4 for

details about decision list algorithm



considered by Yarowsky are word forms, part of speech, and lemma (morphological
root). The features that are considered by Brown et al. are syntactic relation such as
object; grammatical category such as tense; co-occurrence such as word to the left.
Yarowsky (1994) reported that "relying on only the strongest feature yields the same
or even slightly better precision than the combination of evidence approach when

trained on the same features."

This study will apply decision list algorithm (Yarowsky, 1994) for WSD in
Thai with the assumption that relying on only the strongest feature, which in this study,

is a word form can yield the high accuracy.

Following these arguments, we shall propose a WSD model for Thai -- a
decision list algorithm using local collocations as clues for disambiguation -- which

will be presented in the chapters that follow.

1.3 Hypotheses

(1) Local collocations provide necessary and sufficient information for indicating
the correct sense of Thai noun and verb, which are 12 /hua4/ and (A /kepl/ in this
study.

2) The span of 5 is sufficient for sense disambiguation of 2 /huad/ and Ay
/kepl/.

3) Sense indicators of #72 /haud/ are words to the right and sense indicators of 11

/kepl/ are both words to the right and to the left.
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(€)) The optimal span for the disambiguation of each sense of #7 /hua4/ and 1Ay

/kepl/is £1°.

1.4 Objectives

(1) To develop a Thai WSD program using decision list collocations, using a noun,
#7 /hua4/ and a verb, il /kepl/, as case studies.

2) To find the span of collocation that is sufficient for sense disambiguation of #2
/huad/ and (A /kepl/.

3) To find the optimal span or distance of sense indicators of each sense of #7
/huad/ and (A /kepl/.

4 To analyze the possible meanings of #72 /hua4/ and Y, /kepl/ from Thai

corpus.

1.5 Scope

(1)  The program will disambiguate senses of 12 /hua4/ that is a noun’ and
disambiguate senses of 1Ay /kepl/ that is a verb. All other parts of speech of #2

/huad/ and (AU /kep1/ are excluded from this study because they can be disambiguated

® In this fourth hypothesis, £1 means the immediately adjacent word, whether to the right,
to the left or both directions of an ambiguous word. Thus, following the hypothesis (3), the
optimal span for the disambiguation of each sense of #2 /hua4/ is the immediately adjacent word
to the right, and the optimal span for Y, /kep1/ is both the immediately adjacent word to the right
and to the left of an ambiguous word.

® The noun includes the classifier -- a part of speech in Thai that is included in a noun.
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by a part of speech (POS) taggerlo. This is in according to the argument of Brill
(1992), Cutting et al. (1992), cited in Ng and Lee (1996:2) that "POS taggers that can
achieve accuracy of 96% are readily available to assign parts of speech to unrestricted
English sentence." Thus, it is assumed in this study that POS tagger can help
disambiguate senses of words with different parts of speech by disambiguating their
parts of speech.

(2)  The program will deal only with the senses that derived directly or
metaphorically from the word form, which is in the scope of lexical semantics. Senses
that must be inferred from the context are excluded. For example, #7#Jan can be
considered as consists of two adjacent lexical constituents #72 /hua4/ "hair" and #3on
/nookl1/ "gray" or can be considered as one lexical unit #2#98n "old man"
depending on its surrounding context. Only the first type, which is %72 /hua4/ "hair"
and w¥an /nookl/ "gray" that sense of %7 as "hair" is considered.

(3) Only %7 /hua4/ and iy /kepl/ will be tested as a representative of noun and
verb in Thai. Noun and verb are chosen because they are content words which tend to
occur with other content words such as adjective (which modifies noun) and adverb
(which modifies verb) which are good indicators of senses than function words such as
preposition, conjunction, etc. Thus, it is easier to begin the research with noun and
verb than other parts of speech. The words %7 /hu4/ and 1Ay /kepl/ are chosen because
of their high frequency of occurrence in a corpus and their highly ambiguous senses,
thus they are good representatives for testing the ability of the algorithm in dealing
with such difficult cases. Moreover, the reason that this study uses only two words is
to lessen the problem of preparing manually sense tagged corpus which will require a
lot of time and effort and seem impossible at all in this thesis if every word in the

corpus has to be manually sense tagged.

 POS tagger will tell that #2 /huad/ is a noun or a verb, if it tells that #3 /huad/ is a
verb, it also indicates that the meaning of %72 /hua4/ is "to laugh". Thus, by disambiguating parts

of speech of #7 /hua4/, its meanings are also disambiguated.
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4 Different senses of the words #3 /hua4/ and (A1 /kep1/ will be analyzed based
on the Thai dictionary of "The Royal Institute" and a corpus of "Bangkok Business"
newspapers. At least 1,000 examples of each word will be extracted from the corpus of
about 132-MB from "Bangkok Business" newspapers for the semantic analysis. Then,
these examples will be manually sense tagged for the word %72 /hua4/ and iy /kepl/

and used as a training and testing data for this study.

1.6 Required Data

Sense-tagged corpus is required as training and testing data. The data for

manually sense tagging must be word segmented.

1.7 Benefits

(1) This study gives benefit to the knowledge of Thai syntactic structure.
) This study is a prototype for the further development of word sense

disambiguation program for Thai language.

1.8 Methodology: An outline

(1) Collect the data from Thai texts, which in this study are collected from the
machine-readable corpus of "Bangkok Business" newspaper.

) Analyze data to establish all senses of %72 /hua4/ and iy /kep1/ based on Thai
dictionary of "The Royal Institute" and the additional evidence from the corpus for
preparing the manually sense tagged training data.

(3) Create the sense-tagged training data by manually assigning the sense to the

ambiguous word in a given context.
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Train the algorithm by applying "decision lists algorithm" proposed by

Yarowsky (1994), which involves the following steps:

For 20 spans, which are the combinations of different numbers and location of

context words trained including

word

One-word-to-right (1IWR) to five-words-to-right (SWR) of an ambiguous

One-word-to-left (1WL) to five-words-to-left (SWL)
One-word-to-right-and-left (IWRL) to five-words-to-right-and-left
(5WRL), giving priority to words to the right

One-word-to-left-and-right (1WLR) to five-words-to-left-and-right

(5WLR), giving priority to words to the left

perform feature selection by

Step 1: count the frequencies of co-occurrence of word forms, co-occurring

with different senses of an ambiguous word (C(S,W,)) and the frequencies of

occurrence of word forms C(W,).

Step 2: compute the probabilities of co-occurrence of word forms and different

senses of an ambiguous word to obtain discriminated weight or strength of each co-

occurrence as follows:

P(S, [W)) =

C(S,W,)

C(W)
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(P(S, W)

Weight(S,, W,) = Log ( )

(2 P(S, W)
j#i

where, S. is the senses of an ambiguous word, and W 1s the word forms co-
occur with different senses of the ambiguous word.

After training the algorithm for 20 spans, there will be 20 decision lists for 20
spans. Each decision list consists of the co-occurrences between word forms and
senses of the ambiguous word and their weights. Collocational patterns that receive
higher weight are more statistically significant than those that have lower weight.
Therefore, they should be better sense indicators.

(5) Test each decision list of each span separately with new (unseen) texts by, for each
span, comparing whether word forms occur in the test data match the word forms in
the decision list. If they match, the algorithm will choose the sense that co-occurred
with a matched word form that has the maximum collocational weight.

(6) Compare the tested results with the result from manually disambiguation to
determine the performance of each span. Then, compare the performance among these
spans to obtain the optimal spans and the location of sense indicators for WSD of
#2 /hua4/ and 17U /kepl/. Then, evaluate the optimal spans for WSD of #73 /huad/
and 1Ay /kepl/ to know how best the algorithm can perform against the lower bound

and upper bound performances.

1.9 Outlines of the Coming Chapters

Chapter 2 explains the tasks involved in WSD by, first exploring what word

sense ambiguity is (section 2.1) and what WSD is (section 2.2). The second part of this
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chapter elaborates the four steps involved in WSD tasks: (1) the analysis of word sense
ambiguity (section 2.3), (2) the assignment of word with sense by exploring to useful
cues to WSD (section 2.4), (3) exploiting these cues by using several WSD methods or
algorithms (section 2.5) and (4) the evaluation of the performance of WSD (section
2.6).

Chapter 3 presents the details methodology of this study. The methodology
consists of four processes. (1) The process before training and testing (section 3.1)
which consists of data collection (section 3.1.1), word segmentation (section 3.1.2),
word sense analysis (section 3.1.3) and word sense tagging (section 3.1.4). (2) The
training process (section 3.2). (3) The testing or the disambiguation process (section
3.3). (4) The evaluation process, which involves the calculation of the performance of
the algorithm for the evaluation against the lower bound and upper bound
performances (section 3.4).

Chapter 4, in section 4.1 and 4.2, reports and explains the results of the
disambiguation of %72 /hua4/ and iy /kep1/ at different spans and the optimal spans for
disambiguating %7 /hua4/ and iy /kep1/ and each sense of %7 /hua4/ and iy /kepl/.

Chapter 5 is the discussion, conclusion and further suggestions of this study.
Section 5.1 discusses the important issues from this study. Section 5.2 summarizes the
main points of this study. Section 5.3 suggests the way to increase the algorithm's

performance and to further develop WSD program in Thai.



CHAPTER 11

LITERATURE REVIEW

In this chapter, we explain the tasks involved in WSD by first, explaining the
meanings of word sense ambiguity and WSD. Then, we elaborate four steps involved
in WSD tasks. The first step is the analysis of word sense ambiguity. The second step
is the assignment of word with sense by exploring to many useful cues to WSD. The
third step is exploiting these cues by using several WSD methods or algorithms. The

last step is the evaluation of the performance of WSD. The details are as follows.

The following two sections explain the terms word sense ambiguity and WSD.
Section 2.1 explains what word sense ambiguity is, how it differs from lexical
ambiguity in general, and what is focused in this study. Section 2.2 explains what the

task of word sense disambiguation is all about.

2.1 Word Sense Ambiguity

When discussing about a phenomenon in which a word can have more than one
meaning or sense, two related terms, namely word sense ambiguity and lexical
ambiguity often cause a confusion on which term should be used to address this
phenomenon as both of them often used interchangeably in many researches. This
section discusses similarity and difference between these terms and points out that the

relevant term for this study is word sense ambiguity.

According to Hirst (1987), there are three types of lexical ambiguity:
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(1) Polysemy is a phenomenon in which a word has more than one related
meanings (or fine-grained senses) which derived from the same word form and listed

in the same lexical entry in a dictionary (Saeed, 1997).

(2) Homonymy is a phenomenon in which a word has completely different
meanings or senses which accidentally has the same form and listed in different lexical

entry in a dictionary (Saeed, 1997).

Both polysemy and homonymy can have the same or different parts of speech.
The following examples will show the differences between homonymy and polysemy
with the same and different parts of speechl. Bear (v) is an example of polysemy with
the same part of speech. It can mean, "to carry" "to tolerate" or "to give birth"
(EAGLE, 1996). Plane (n) is an example of homonymy with the same part of speech.
It is ambiguous between "carpenter's tool' and "aeroplane" (Crystal, 1991). Chair is an
example of polysemy with different parts of speech. It is ambiguous between "a piece
of furniture for sitting" (n) and "to seat" (v) (Palmer, 1976). Bear (n) is an example of
homonymy with different parts of speech. It can mean "a large furry animal" (n) or "to

carry" (v) (Crystal, 1991).

(3) Categorial ambiguity is a phenomenon in which a word has more than one
part of speech or syntactic category. For example, the word sink which can be a noun

or a verb (Hirst, 1987).

' The general criteria for distinguishing betweenhomonymy and polysemy are (1) related
or closeness of meanings (2) the historical evidence. See more detailed discussion about the
different between homonymy and polysemy in Apresjan (1974), Buitelaar (1998), Lyon (1977),

Kilgarriff(1992).
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Words that fall into the first two phenomena are called semantically
ambiguous words as they map more than one sense (Allen, 1995). Words that fall into
the last phenomenon are called categorial ambiguous words which are words that
have more than one syntactic category (Hirst, 1987), and the latter does not exclude the
former.

However, the confusion occurs as some works (Allen, 1995, Jurafsky, 2000)
used lexical ambiguity and word sense ambiguity interchangeably to refer to
homonymy and polysemy, and lexical category ambiguity to refer to categorial

ambiguity.

To avoid confusing, we will use the term word sense ambiguity (and not
lexical ambiguity) to address a phenomenon in which a word can have more than one
meaning or sense (which can range from coarse-grained sense in case of homonymy
(as in the example of plane (n)) to fined-grained sense in case of polysemy (as in the
example of bear (v)). In other words, our word sense ambiguity will be specific to
homonymy and polysemy with the same part of speech because they are ambiguous
only in their several meanings. This is to contrast with lexical ambiguity because
lexical ambiguity includes homonymy and polysemy with different parts of speech,
which are ambiguous in their several meanings as well as their several parts of speech,
thus their ambiguities intersect with the categorial ambiguity. Besides, in many
researches, lexical ambiguity often includes not only word sense ambiguity and
categorial ambiguity but also other kinds of related ambiguities such as accent
ambiguity (a word can have more than one accent, as in Spanish or French, in textual
medium where accents are missing), capitalization ambiguity (in the medium of all-
capitalized (or case-free) text such as news headlines (for example, AIDS is ambiguous

between "disease" and "helpful tools")) (Yarowsky, 1994).
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2.2 Word Sense Disambiguation

Many researches on word sense disambiguation (WSD) often define the task of
WSD before the beginning of the task. For example, Ide and Véronis (1998:3)
explained that “In general, WSD involves the associations of a given word in a text or a
discourse with a definition or meaning (sense) which is distinguishable from other
meanings potentially attributable to the word”. In Karov and Edelman (1998:41),
“WSD is the problem of assigning a sense to an ambiguous word, using its context.” In
Fuji (1998:7), “The task of a WSD system is to resolve the lexical ambiguity of a word
in a given context. For Schutze (1998) , WSD is the task of assigning sense label to
occurrences of an ambiguous word.

However, in specific, WSD task can be divided into two sub-problems: sense
discrimination and sense labeling. (Schitze, 1998) Schutze (1998:97) explained that
“sense discrimination divides the occurrences of a word into a number of classes by
determining for any two occurrences whether they belong to the same class or not.
Sense labeling assigns a sense to each class, and, in combination with sense
discrimination, to each occurrence of the ambiguous word.” Kilgarriff (1997:3)
explained that “sense discrimination involves identifying distinct senses and
classifying occurrences of the word as belonging to one of those senses. It does not
involve labeling the senses or associating them with any external knowledge source

such as a dictionary.”

In conclusion, WSD involves the resolution of word sense ambiguity by
assigning sense label to an ambiguous word in a given context (which involves
semantic analysis), while sense discrimination may be considered a subtask of WSD
involving the classification of senses of an ambiguous word by identifying whether the

occurrences of a word in different contexts belong to the same class (sense) or not.
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Thus, this study involves both distinguishing one sense from the others and assigning

each occurrence of an ambiguous word with appropriate sense label.

The next section is the elaboration of steps involved in WSD. According to Ide
and Véronis (1998), in general, WSD task takes two steps, namely the analysis of word
sense ambiguity (section 2.3) and the assignment of words with senses (section 2.4 and
2.5). In this review, the evaluation of the algorithm performance is also included as it
receives equal consideration as the first two steps in many researches such as Resnik
and Yarowsky (n.d.) and Fuji (1998) (section 2.6). They can be explained in details as

follows.

2.3 The Analysis of Word Sense Ambiguity

This step involves the determination of all possible senses of the ambiguous
words relevant to the target text. Many questions arise at this step. First, "How can we
know how many senses does a word have?" The lexicographers are persons who can
answer these questions well and everyday dictionaries are the products of the
lexicographers' researches that provide a huge information on word sense listings

especially those of polysemous words. (Kilgarriff, 1992)

Second, then, "What are criteria used by lexicographers in determining which
senses of words are worth listing in a dictionary?" According to Kilgarriff, 1992,
lexicographers use Sufficiently Frequent and Insufficiently Predictable (SFIP)as
criteria for determining which senses of words are worth listing in a dictionary.
Sufficiently frequent criterion means only senses occurring frequently are listed in a
dictionary entry due to the commercial constraints on the size of a dictionary.

As for insufficiently predictable, according to Kilgarriff (1992:52) "Sense is

predictable if language learners or users familiar only with a core sense for the word in
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question could, on hearing the word in a context demanding some other reading,
correctly interpret it and draw appropriate inferences." To explain this argument,
firstly, the different between usage and sense should be addressed. Usage is a
particular meaning of a word occurs in a particular context. This means that if a word
occurs in two different sentences or even occurs in the same sentence with two
different occasions, it has two usages. For example, brick red and pillar-box red give
the word red the two usages. For usages of words to become senses, all their members
must have some aspect of the meaning in common to say that they all mean the same
thing. Thus, usage is considered as a token while sense is considered as a type and
only sense or type is to be listed in a dictionary. So, brick red and pillar-box red fall
into the same cluster, and only "red" will be listed as a sense of the word red in a
dictionary (and not "red as a brick" or "red as a pillar-box" sense). Then, a criterion to
decide that two senses are so distinct that they are listed as different sense in a
dictionary is that they must be unpredictable from each other. For example, for the
senses of newspaper as "copy" or "corporation", even though they are dissimilar and
seem to be listed as different senses in dictionaries, but they will not be listed
separately because they can be predictable from each other. The distinction of sense
using predictability criterion can be used to explain the determination of the senses of

3 related kinds of words as follows (Kilgarriff, 1992).

(1) Homonymy: The different senses of homonymy must be listed in a
dictionary certainly because their different senses cannot be predictable from each

other.

(2) Collocation: The sense of collocation will be listed as a whole because it
is opaque -- each constituent of collocation cannot be divided into semantic
constituents, and thus, considering the predictability of sense of each word for sense

distinction is side step. However, it should be emphasized that, in this case,
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collocation means idiom, which is a special kind of collocation as their senses are
opaque2

In Thai, content or open-class words usually co-occur and seem like idioms or
phrases. They are called compound words. However, the senses of these compound
words can be opaque or transparent. If their senses are opaque, they will be like
idioms, so their senses will be listed as senses of whole words (their senses are non-
compositional). For example, #7 /huad/ + 1111 /naa2/ means "leader" which its sense
is changed totally from the original senses of both #7 /hua4/ "head™ and 111 /naa2/
"face". If their senses are transparent, their constituents only simply co-occur and the
senses of each constituent will be listed separately, then the predictability is
considered. For example, the sense of #7 /hua4/ that co-occurs with such open-class
items as (11 /kaol/ "old", 14 /mail/ "new", Tusias /booraan/ "old-fashioned", as in
waum, waluwy, #alusia is compositional. It can be divided into two semantic
constituents, in which #7 /hua4/ means "viewpoint". Besides, this sense of %72 /hua4/
cannot be predictable from the existing sense, thus it should be considered as a new

sense of #7 /hua4/.

(3) polysemy: the senses which are highly predictable from the existing senses
will not be listed, as in the example of newspaper. But if the two senses are not
predictable from each other, they will be listed as distinct sense. For example, the
sense of dog as "a species" and as "the male of that species", even though they seem

similar, but they are not predictable from each other. Thus, they are listed separately.

The third question is "Are senses listed in a dictionary workable for WSD task

or other NLP system?" The criterion that only listing sense but not usage is questioned

* See the explanation about opaque meanings of idioms and phrases and transparent
meanings of collocations in section2.4.2.1.1.1

* See section 3.2 for the analysis of senses of #2 /hua4/ and iy /kep1/.
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by many lexicographers (such as COBUILD project, 1980) as they turn to the corpus-
based lexicography which consider not only sense but also usage. The predictability
criterion is cited as only human can have the ability of predictability and not a
machine. Kilgarriff (1992) suggested that the system need generalization for having
predictability like human and dealing with this issue is one of the important tasks of

computational lexicographers.

In this study, the dictionary is used as the main source of sense listings, even
though its criteria of sense listings (only senses but not usages, and SFIP criteria) are
questionable. Additional senses that do not exist in a dictionary will be added when it
is found from the training corpus. For example, #72 /hua4/ when co-occurs with #1
/dam/ "black", uav /deen/ "red", wien /nookl/ "grey", as in HIA1, HIAN, HINION
when substituting #7 /huad/ with #u /phom4/ "hair" the meaning remains the same.
Thus, #72 /huad/ refers to a new sense as "hair"" because this sense is not yet listed in

the dictionary.

The next two sections involve the assignment of words with senses. How to
correctly assign the words with the right senses requires knowledge about useful cues

to WSD (section 2.4) and knowledge about the ways to use these cues (section 2.5).

2.4 Cues to Word Sense Disambiguation

Cues to WSD can be the information provided by an ambiguous word itself
(section 2.4.1), the information from its surrounding linguistic contexts (section 2.4.2)
and the information from non-linguistic contexts (section 2.4.3), which are explained

in details as follows.

* See section 3.2 for the analysis of senses of %2 /hua4/ and iy /kepl/.
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2.4.1 Knowledge of an ambiguous word itself

As stated earlier in this study, context is the most important cues to WSD,
however, the information from an ambiguous word itself also plays a role in WSD. It

has been used by many researches as follows.

2.4.1.1 Morphology and syntactic tags

McRoy (1992) considered information from morphological analysis (an
analysis of each word into its root and affixes) as the first indicator of sense of an
ambiguous word. The information from morphological analysis will be used for
tagging part of speech (determining the correct part of speech for the word) which in

turn, help determining the correct meanings of an ambiguous word.

2.4.1.2 Frequency or dominance of meanings

Counting the frequencies of senses and considering a preference for the
common interpretations of senses over the rarer senses is another useful information.
Allen (1997) gave the following example.

Assume that there are 5845 uses of bridge in a corpus, in which there are

5651 uses of STURCTUREI

194 uses of DENTAL DEV37

from this data, bridge will occur in the STRUCTUREI sense almost every
time. If a training data is representative, this information would give the right answer

97 percent of the time.
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¢ Knowledge of the ambiguous words and WSD

Although these cues are helpful to disambiguation, they have never been used
alone without any consideration of context because of their several limitations. First,
morphology and part of speech are useful only when disambiguating senses of words,
which have different part of speech. When disambiguating senses of words, which
have the same part of speech, this information is not useful. Besides, information from
morphological analysis is useful only for inflecting language, for isolating languages
like Thai, this information is not applicable. For the information provided by the
frequency of sense, even though it is simple and in according to the human storage and
retrieval of senses (senses of an ambiguous word will be stored in human memory
according to their frequencies, with the highest will be retrieved first (Simpson,
1981)), it has very low accuracy, only 70 percent of the time for a broad range of
English (Allen, 1997). Thus, if we want more accuracy, we have to consider the effect

of context.

2.4.2 Knowledge of the Context’

This section discusses the use of contexts for WSD, which can be divided into
two types, namely linguistic and non-linguistic context.
In Palmer (1976), non-linguistic context, whichhe called context of situation

conveys the meaning of a word in term of the context in which language is used, while

> In Lyon (1977), there are two kinds of lexical relations: (1) paradigmatic relation (2)
syntagmatic relation. Paradigmatic relation is a relationship between a word and other words that
can replace it (e.g. homonymy, meronymy,etc.) Syntagmatic relation is a relationship between a
word and other words that occur in the same context. So,syntagmatic relation corresponds to

context of words.
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linguistic context conveys the meaning of a word in term of the context in which

language occurs.

2.4.2.1 Linguistic context

"Interpretation of natural language is inherently context-sensitive. Most words
in natural language are ambiguous and their meanings are heavily dependent on the
linguistic context in which they are used. The study of lexical semantics cannot be
separated from the notion of context. In different situations or contexts, the same

sentence may be resolved in different ways." (Zhai, 1997:1)

Palmer (1976) gave the following example as an illustration why context is
necessary in distinguishing between different meanings of an ambiguous word,
especially polysemous word such as chair.

(1) sat in a chair

(i)  the baby’s high chair

(iii)  the chair of philosophy

(iv)  has accepted a University chair

(v) the chair of the meeting

(vi)  will chair the meeting

(vii) the electric chair

(viii)) condemned to the chair

We may not notice that there is any ambiguity in these sentences because we
are presented with contexts, so we can interpret the meaning of chair by knowing its
contexts. The effect of context to the interpretation of sense, then, is the most

important consideration in WSD.
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In the early studies of contexts, namely Firth, 1953 (cited in Palmer, 1976);
Palmer, 1976; Lyon, 1977; Cruse, 1986, only the term collocation, collocation and
grammar (or syntactic restriction) have been proposed. However, in later works,
namely Hirst, 1987; Ide and Véronis, 1998; Buitelaar, 2000, contexts included such
notions as scripts, discourses, domains, etc. We have studied these works and found
that, beside the different terms used by different authors, these terms can be arranged
into 2 groups namely, local or micro context, and global or macro context. Local
context refers to words occurring in the same sentence as the ambiguous word while
global context refers to words occurring in other sentences. Both local and global

contexts can be divided into sub-groups, which are explained in details as follows.

2.4.2.1.1 Local or micro context

"Local or micro context is generally considered to be some small window of
words surrounding a word occurrence in a text or discourse, from a few words of
context to the entire sentence in which the target word appears." (Ide and Véronis;
1998:19) For Ng and Lee (1996), "Local context is the open- and closed- class items
that occur within a small window around a word." In conclusion, local context is the
open- and closed-class items’ that occur within a small window, usually a sentence,
around a word.

Local or micro context can be subdivided into two groups:

°In English, open-class words consist of nouns, adjectives, verbs and adverbs. They are
four main classes of words that are necessary to form sentences and also contribute to the
meaning of sentences. Close-class words consist of articles, pronouns, prepositions, particles,
quantifiers, conjunctions, etc. They are also necessary to form a sentence, however, contribute
little to the meaning of sentences. Nouns, adjectives, verbs and adverbs, are called open-class
words as new words in these classes are regularly introduced into the language, while close-class

words are fixed as new words in these classes are rarely introduced. (Cruse, 1986; Allen, 1995)
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2.4.2.1.1.1 Collocation

The term collocation has been explained from two different perspectives as

follows.

From linguistics perspective, the degree of what is called collocation can be
ranged from the strongest degree as idiom which is a special kind of collocation
(Palmer, 1976; Cruse, 1986) to bound collocation (Cruse, 1986; Buitelaar, 2000) to
usual or habitual (Firth, 1953; Palmer, 1976; Lyon, 1977; Cruse, 1986), and to the
lowest degree as simple co-occurrence (Buitelaar, 2000). Opaque meaning -- non-
transparent meaning where each constituent cannot be a semantic constituent (Cruse,
1986). -- and mutually selective -- the semantic integrity or cohesion where its
constituent is highly restricted contextually (Cruse, 1986) -- are used as criteria to

differentiate among these terms. They can be showed in table as follows.

Mutually selective Not mutually selective

Opaque meaning Idioms, phrases ---

Transparent meaning | Usual, habitual co-occurrence, | Simple co-occurrence

Bound collocation

Table 1: Different degrees of collocations with opaque meaning and mutually selective criteria.

Palmer explained idiom as a special kind of collocation because the meaning
of its combination is opaque. This means that its combination gives a new meaning as
if it is a new and single word and that meaning is not related to the old meaning of
each individual word. Such idioms are kick the bucket, fly off the handle "to become
suddenly or violently angry or excited", spill the beans "to divulge secret information",
red herring etc. So, in kick the bucket, the combination of kick and the bucket not only

give a collocation but also give the new meaning of its collocation "to die". Besides,
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idioms can be defined in terms of non-equivalence in other languages. For example,
kick the bucket or red herring are idioms because they cannot be directly translated
into French or German.

Cruse (1986) and Buitelaar (2000) has a concept of bound collocation which is
similar to idiom such as kick the bucket in which two constituents cannot be separated

as in foot the bill. Consider these sentences,

(1) I’ve just got the bill for the repairs.

(ii) ?I hope you don’t expect me to foot it.

However, it is also un-idiom-like in that some of its constituents can be freely
modifiable, thus we can have o foot the electricity bill but not to kick the red bucket.

For Firth (1953), Lyon (1977) Palmer (1976), collocation means habitual or
usual co-occurrence. Firth’s famous example is the word ass which occurred in “You
silly ass”, “Don’t be such an ass” and with a limited set of adjectives such as silly,
obstinate, stupid, awful and egregious. However, unlike idiom, the meanings of
habitual co-occurrence are fully transparent as each lexical constituent is also a
semantic constituent (Cruse, 1986).

Buitelaar (2000), collocation is co-occurrence of strings or sequences of words

with simple structure. Thus involve neither mutually selection nor opaque meaning.

From computational perspective, the degree of collocation can be ranged
from significant co-occurrence (Ide and Véronis, 1998; Yarowsky, 1994) to simple co-
occurrence (Haliday, 1961 Yarowsky, 1994; Ng and Lee, 1996). The probability of
grater-than-chance co-occurrence is being used as a criterion. From WSD
perspective, distance is involved because collocation is not necessary limited to
immediately adjacent words. Hirst (1987) use the concept of collocation by stating that

nearby words are useful for WSD. These terms can be explained in details as follows.
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Ide and Veronis, (1998:20), based on Haliday's, defined significant collocation
as "a syntagmatic association among lexical items, where the probability of item x co-
occurring with itemsd a, b, c... is greater than chance."

Haliday's (1961), cited in Ide and Veronis (1997:20) definition of collocation
as “the syntagmatic association of lexical items, quantifiable, textually, as the
probability that there will occur at n removes (a distance of 7 lexical items) from an
item x, the items a,b,c...” imply simple co-occurrence and that co-occurrence is not
necessary be immediately adjacent.

Yarowsky's (1994), Ng and Lee (1996) use the concept of collocation in their
WSD researches in which collocation implies words frequently adjacent to or near
each other (literally, in the same location) and does not imply idiomatic or non-

compositional associations. This is also the definition of collocation used in this study.

According to Haliday's definition, which implies the distance between
collocational words, the concept of distance or span is being considered in WSD.
Weaver (1955) is the first person who raised a question concerning the optimal span or
distance for WSD. If X is an ambiguous word, the optimal span is the distance from X
to its sense indicator either on the left or on the right. For example, if a context of X is
...b;b,b,Xa,a,a,..., if the sense indicator of X is a,, the distance from X to a,is the

optimal span for the disambiguation.

Evidences from many researches (Yarowsky, 1994; Leacock, Chodorow and
Miller, 1998) suggested that *3 open-class words is the optimal span for WSD in
English. However, the optimal span for other languages may be different because of
different structure of language. The optimal span or distance of collocation consists of
two factors namely, the numbers of words and the sides of words.

In Thai, we usually find the structure like #2 /hua4/ "head" + 1/a1 /plaa/

"fish", in which it takes only 1 word to know the meaning of #3 /hua4/. This is
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because in Thai content words, which can be used to disambiguate the word senses, are
usually immediately adjacent to the ambiguous word’. The immediately adjacency
also implies that a word and an ambiguous word are in the same syntactic construction,
such as in the same compounded unite, phrase, or sentence. Thus, they are
semantically related. This is the reason why the hypothesis of the optimal span for
WSD of #7 /huad/ and (AU /kep1/ in this study is set to be one.

When considering the location of collocated word for WSD, the indicator in the
example #7 /huad/ + 1/a1 /plaa/ is on the right. Thus, we expect the syntactic structure
of head and modifier to play an important role in the disambiguation of #2 /hua4/. In
Thai, the head noun is usually on the left of the modifier (adjective or noun, which are
content words that tell something about its head). However, for a verb, we expect that
both words to the right and to the left are useful indicator in both English and Thai.
This is because both Thai and English are in the same language typology, that is,
SUBJECT-VERB-OBJECT where both SUBJECT and OBJECT play an important
role in disambiguation. This is the reason why the hypothesis of the sense indicator’s
location of %7 /hua4/ is set to be on the right , while the sense indicator’s location of
iy /kep1/ is set to be both on the left and on the right.

Therefore, the optimal span for disambiguation of each sense of #2 /huad/
should be one-word-to-right (1IWR) and 11 /kep1/ should be one-word-to-right-and-

left (1IWRL) according to the reasons explained above.

! Many researches of WSD in English, which do not consider the close-class or function
words in the disambiguation, suggested that + 3 is the optimal span for the disambiguation. In
this study, even though we include the close-class words in the disambiguation, we still expect
that the optimal span for the disambiguation in Thai is one word. This is because we expect to
find more usage of content word that immediately co-occurs with another content word, as in #72
/hua4/ + 1Ja1 /plaa/ "fish" the use of content + function + content, as in #72 /hua4/ + ¥4 /khoony

4/ "of" + 1/a1/phaa/ "fish".
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The concept of collocation is applied to WSD by Hirst (1976) which stated that
a semantic association between one sense of the ambiguous word and nearby words

gives rise to the determination of an appropriated meaning. For example,

(i) The dog’s bark woke me up.

Just know the meaning of dog without considering the global context, we know

that bark does not mean "surface of tree".

There may be a case when nearby word is itself ambiguous. For example, deep
pit, deep can mean "profound" or "extending far down" and pit can mean "fruit stone"
or "hole in the ground". However, there will be only one combination of meanings
that fits together, this is called mutually disambiguating. So, when deep is near pit,
the "extending far down" sense of deep and the "hole in the ground" sense of pif is

selected.

® Local collocation and WSD

In sum, local collocation provides very useful information to WSD as
explained above. Besides, local collocations can be easily captured, especially in Thai,
in which we usually find content words (which are better sense indicators than
function words (Allen; 1997)) to be immediately adjacent to another content word.
For example, in %7 /hua4/ + 1/a1 /plaa/ "fish", we easily know that #7 /hua4/ means

"head" because the immediately adjacent word is 1/a1 /plaa/.
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2.4.2.1.1.2 Restriction

This type of local context refers to rules that restrict the combination of words.
These restrictions can be used to disambiguate the meaning of word. Restriction can

be divided into two subgroups as follows

2.4.2.1.1.2.1 Syntactic restriction

Syntactic restrictions are the rules that specify or restrict the combination or co-
occurrence of syntactic elements or features. The syntactic elements can be syntactic
cues such as grammatical SUBJECT, OBJECT, COMPLEMENT, grammatical cases
like AGENT, PATIENT, INSTURMENT and dependency structure like head and
modifier or argument. The applications of such rules with WSD are explained as
follows.

Hirst (1987) gave the example of the restriction on syntactic cues, which are

useful for selecting the correct meaning of an ambiguous word kept.

(1) Ross kept staring at Nadia’s decolletage.
(i) Nadia kept calm and made a cutting remark.

(iii) Ross wrote of his embarrassment in the diary that he kept.

Knowing that the word kept in the sense of "continue to do" requires its object
to be a gerund, "continue to be" sense requires adjectival phrase and "maintain" sense
requires a noun phrase, these three meaning of keep can be disambiguated by these
syntactic cues.

According to Buitelaar (2000), dependency structure is an analysis of the
semantic structure of phrases and sentences. For example, the verb run takes one

argument as a direct object that is business. This can help in WSD, for example, in "He



34

run a private business", the head (run) that takes an argument as a direct object
(business) gives the meaning of run as "to operate" (and not other meanings like "to go
rapidly").

Hirst (1987) gave the following examples showing case slot flags and

restrictions as cues for disambiguation.

(1) Ross played with his toys.
(i1) Ross played his guitar.
(iii) The baby played with the guitar.

(iv) Ross played football.

In (i) and (iii), we can easily know that the word played is used in the sense of
"recreation" because its PATIENT is flagged with the word with. In (ii), played is
used in the sense of "music-making" because its PATIENT is flagged with OBJECT a
musical instrument. This is easily distinguishable from (iv), its PATIENT is flagged

with OBJECT football, so played is used in the sense of "sport-playing".

2.4.2.1.1.2.2 Semantic restriction

Selectional restriction is a rule that restricts the combination of certain semantic
categories (Dijk,1977). A sentence like "The table was laughing" is semantically
deviant because it violates the selectional restriction rule, which indicates that the verb
laughing requires a HUMAN subject. Selectional restriction provides information for
WSD in the same way as in this example. For example, in "The dishwasher reads the
article", from selectional restriction rules, we know that the dishwasher is a HUMAN
sense, not a MACHINE sense, because the verb read requires its subject to be

HUMAN (Allen; 1997). Semantic restriction differs from syntactic restrictions in that
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it is the restriction about the combination semantic categories such as HUMAN,

ANIMATE.

® Restriction and WSD

Though syntactic and semantic restriction can provide a lot of useful
information for WSD, there are some limitations. First, semantic restriction cannot
deal with the deviance (the violation of restriction) caused by meaning extensions like
metaphor, metonymy etc. Second, before these syntactic and semantic features can be
used for WSD task, they must be manually coded into the lexicon. This process is
time-consuming and hardly developed. These are the main reasons why we exclude

information provided by both restrictions from this study.

2.4.2.1.2 Global or macro context

Global contexts can be ranged from several sentences to several discourses to

the whole document, which can be explained as follows.

2.4.2.1.2.1 Topical context

According to Ide and Véronis (1998), topical context includes substantive
words that co-occur with a given sense of a word, usually within a window of several
sentences. Ng and Lee (1996) defined topical context in a similar way as "the open-
class words that co-occur with a particular sense." From both works, we can conclude
that topical context are the open-class words that co-occur with a particular sense,
usually within a window of several sentences. Topical context provides the topic or

knowledge of several sentences or discourses.
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Hirst (1987) gave the following example of topical context involved in WSD.

(1) The lawyer stopped at the bar, and turned to face the court.

Here, Bar could refers to "the railing in a courtroom" when court refers to "the
judiciary assembled in the court room", or it could refer to a "drinking establishment"
when court refers to "courthouse across the street", or a "tennis court". Inference on
the preceding context (within a paragraph or the preceding paragraph) would be the

last resource when other cues fail.

2.4.2.1.2.2 Domains or scripts

Although a word can refer to different senses, when it is occurs in a specific
domain, it tends to have only one meaning. For example, in the context of restaurant
setting

(1) The waiter served the lasagna.

In a restaurant script, other meanings of serve such as in tennis script will not
be noticed.

Buitelaar (2000) gave an example of abbreviations such as Al, which can
means "artificial intelligence" and "amnesty international". He stated that it is unlikely
to find both meanings in the same corpus or document. So, in a science script or
domain, only "artificial intelligence" is likely to occur.

However, Hirst (1987) explained there are cases where scripts cannot be used
as a cue for disambiguation.

(1) When there seem to be more than one script in a sentence, as in the

following sentences.
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(i) The lawyer stopped at a bar for a drink.

(i1) The waiter served in the army.

In (i) there are two scripts, lawyering and restaurant scripts. In (ii) there are
restaurant and army scripts. So the problem arises as to which scripts should be
chosen in order to determine the right meaning of ambiguous words.

(2) Even when there is only one script, an ambiguous word, especially
polyseme may not be disambiguated. For example, in the lawyering script, the word

bar could mean "the physical bar of courtroom" or "the legal profession".

® Global context and WSD

Information from topical context or discourse seems to be useful for WSD with
the assumption that the larger the context, the better the performance of WSD.
However, many researches (Agirre and Rigau (1995, 1996) revealed the opposite
results that too much context can reduce the performance of WSD. Domain is useful
for WSD tasks, when disambiguation is carried out in a restricted domain text based on
the assumption of one sense per one domain. However, with the current trend of NLP
applications towards unrestricted domain text, the usefulness of information from

domain is limited.

2.4.2.2 Non-linguistic context

Non-linguistic context refers to inference and world knowledge. It seems to be
the last resort for WSD when the information from context is weak or not useful.
Levow (1997) gave the following examples to explain why inference and world
knowledge are important for WSD. In Hebrew, the word hagira is ambiguous between

"immigration" and "emigration". In this sentence "According to the new hagira bill
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every Soviet citizen will have the automatic right to receive a passport valid for five
years", knowing the right meaning of hagira requires some reasoning that a bill about
passports for Soviet citizens must be a soviet bill, so passport issuing should be related
to leaving rather than entering the country. Another example is that, in Chinese, Gou
chi ji can be translated variously as "Dogs/ Dogs eat/ate/eats/have eaten
chicken/chickens." Chinese has no surface inflection related to singular/plural or tense
distinctions and all of these combinations are valid. Only general inference from

knowledge about the event can resolve this ambiguity.

® [Inference and WSD

From the above examples, we can see that inference and world knowledge are
very useful when contexts like surface co-occurrence and global context provide no
cues. However, this sort of meanings is beyond our scope because the interpretation of
them required some reasoning beyond what the machine can get from a linguistic

context.

From the strengths and weaknesses of these cues to WSD discussed above, we

choose local collocation as a cue to WSD in this study.

2.5 Previous Researches on Word Sense Disambiguation

After exposing to several useful cues to WSD, the next concern is how to make
use of such information for disambiguation. This section presents several methods of

disambiguation.
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2.5.1 Word sense disambiguation methods

According to Wilks and Stevenson, 1997; Mihalcea and Moldovan, 1998,
WSD methods can be divided into two types according to the processes and the lexical
knowledge sources which the algorithms rely on. They are corpus-based method and
knowledge-based method. The first method can be further subdivided into 2 types

namely supervised learning and unsupervised learning

2.5.1.1 Corpus-based method

A method that involves training process and relies on information from a

training corpus. This method can be further subdivided into two types as follows.

2.5.1.1.1 Supervised training

This method needs to be trained on sense-tagged (disambiguated) corpus.
Supervised training is a classification task in that there is a training set of exemplars
where each occurrence of the ambiguous word w is annotated with a semantic label
(usually its contextually appropriate sense s,). The task is to build a classifier which
correctly classifies new case (sense) based on their context of use ¢, (Manning and
Schiitze, 1999). Yarowsky's decision list algorithm (1994, 1994a, 1994b), Gale et. al. 's
Bayesian classification (1992b) and Brown et al. 's information theoretic approach
(1991) are examples of researches that used this method.

This method has the prominent advantage in that it yields high accuracy
because its decision is based on choosing the sense with the highest conditional
probability. However, the need for training with sense-tagged corpus which is usually
done manually lessen its advantage. This is because creating disambiguated corpus is

time-consuming and costly. This leads to the problem of knowledge acquisition
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bottleneck due to the lack of sense tagged corpus. Besides, it usually tested with
restricted domain text and with other kinds of ambiguity resolution such as homograph
disambiguation (Yarowsky, 1994), accent-restoration (Yarowsky, 1994) rather than

polysemy.

2.5.1.1.2 Unsupervised training

This method does not need to be trained on sense-tagged corpus. This is an
attractive method proposed by Yarowsky (1995) that can solve the problem of creating
manually sense tagged corpus. The basic idea is that instead of training with the whole
evidence of senses from manually sense-tagged corpus, it trains with seed collocations
(which tend to occur in a multiple times in a corpus) representative (indicative) of each
sense. For example, the examples of seed collocation for the word plant are plant life
(occurs 82 times in a corpus or equal 1%) which indicates sense A and manufacturing
plant (occurs 106 times or equal 1%) which indicates sense B. These small set of seed
examples, then, be incrementally augmented with additional examples of each sense,
using a combination of two properties of human language, that are, one sense per
collocation -- "nearby words provide strong and consistent clues to the sense of a
target word" (Yarowsky; 1995:1) -- and one sense per discourse -- "the sense of a
target word is highly consistent within any given document" (Yarowsky, 1995:1).

This method receives much attention recently. = However, its major
disadvantage is that its senses are not well defined -- "sense disambiguation is not
carried out relative to any well defined set of senses, but rather an ad hoc set" (Wilks
and Stevenson, 1997). This is because it uses only small seeds of example not the
whole evidence form sense-tagged corpus. Besides, if the seed collocation is wrongly

chosen in the first place, the rest will be effected.
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2.5.1.2 Knowledge-based method

This method involves no training process from a large corpus but employs
information form external large-scaled lexical knowledge sources which usually are in
the form of machine readable dictionaries (MRDs) such as WordNet® (Miller, 1990),

Longman Dictionary of Contemporary English (LDOCE) (Procter, 1978).

2.5.1.2.1 WordNet and WSD

The examples of researches using WordNet are Agirre and Rigau (1996),
Mihalcea and Moldovan (1998). The basic idea of using the information from
WordNet is that the words that fall into the same semantic class and have the same
concept will have closely related relationship. So, one meaning of an ambiguous word
will be chosen over others because it has semantic closeness (which can be determined
by measuring conceptual distance among conceptsg) with its contextual word. By this
way, the system needs to know how words are clustered in semantic classes and how
semantic classes are hierarchically organized. The lexical knowledge that provides

this information is WordNet, which is a broad semantic taxonomy for English.

* “WordNet is an on-line lexical reference system whose design is inspired by current
psycholinguistic theories of human lexical memory. English nouns, verbs and adjectives are
organized into synonym sets, each representing one underlying lexical concept. Different
relations link the synonym sets.” (Miller ,et al., 1993:1)

® The factors that has to be considered when measuring conceptual distance are : (1)The
length of the shortest path that connects the concepts involved : the shorter the path, the closer the
relationship among concepts between that path (2) The depth in the hierarchy : the deeper the
hierarchy, the closer the relationship among concepts in that hierarchy (3) The density of concepts
in the hierarchy : the denser the hierarchy, the closer the relationship among concepts in that
hierarchy (4) the measure should be independent of the number of concepts that are measuring

(Agirre and Rigau, 1995)
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2.5.1.2.2 LDOCE and WSD

Subject-filed codes provided in LDOCE can be used for WSD. The LDOCE
MRD contains subject-field codes that indicate the semantic field (network or
taxonomy) to which the senses of a lexical item belong. For example, from the

definition below, the relationship of COUP ISA CAR ISA VEHICLE can be known.

coup (n.) “an enclosed car with two doors and a sloping back.”
car  (n.) “a road vehicle with usually four wheels which is driven by a

motor.”

The examples of ‘subject-field codes’ are ZOOLOGY, BOTANY, SPORTS,
RELIGION, etc. The main subject fields also contain subfields. For example,
SUBSTANCE has the subfileds LIQUID and GAS. These information are useful for

sense disambiguation.

Knowledge-based method attracts several researchers because of its advantage
that it needs no large manually sense-tagged corpus, instead it relies on the lexical
knowledge sources that already exist. Besides, it can be tested with unrestricted
domain text and fined-grain sense like polysemy. However, the results from many

researches suggest very low accuracy (55% accuracy (SensEval-1 )

In this study, we choose supervised training, however, not because it is the

most attractive but because it is the best suit with this study for the following reasons.

** SensEval-1 is a project held by Association of Computational Linguistics with the

purpose of evaluating the strengths and weaknesses of WSD programs.
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First, MRDs are not publicly available in Thai''. Though, sense tagged corpora are also
not available in Thai, creating our own sense tagged corpus on two words is easier and
more possible than creating MRDs. Second, even though unsupervised method seems
to be the most attractive because of no sense-tagged corpus is required, we choose to
follow the traditional corpus-based supervise training method for this first step of

WSD in Thai because it is more understandable and easier for implementation.

2.5.2 Corpus-based WSD: supervised training

This section discusses four theoretical supervised learning algorithms namely,
(1) Bayesian Classification (Gale et. al., 1992b) (2) Dictionary-Based Approaches:
Disambiguation Based on Sense Definitions (Lesk, 1986) (3) Information Theoretic
Approach (Brown et al, 1991b) and (4) Decision List Algorithm (Yarowsky, 1994,
1994a, 1994b), which is the algorithm applied in this study. The first two are similar
approaches in that they perform features combination, which consider all possible
features of all words surrounding an ambiguous word as cues to WSD. The last two
perform feature selection, which considers all possible feature of context words in

dictionary definition as cues to WSD.

2.5.2.1 Baysian classification

The basic idea of applying Bayesian classification to WSD is that Bayes
classifier will explore every content word surrounding an ambiguous word (which has
already been sense tagged) in a large context. Each content word will provide features

useful for disambiguation. The classifier will not choose only one feature, instead, it

" NECTEC and KMIT developed MRDs in Thai for the purpose of NLP researches

however, they are not publicly available.
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will combine evidence from several features for decision making. The Bayes' decision

rule is as follow:

Bayesian decision rule: decide s' if P(s'|c) > P(s|c) fors_ ne s'

P(s |c) is the probability of being s, after knowing c, which can be determined

by the following formula:

P(s.|c)= [P(c|s,)/P(c)] P(s)

where, P(s,) is prior probability of sense s, (the probability of being s, before
knowing c¢). P(s ) will be updated by P(c | s,) / P(c) and results in P(s, | ¢) which is the
posterior probability (the probability of being s, after exposing or knowing the

evidence provided by c). The value of P(c | s,) can be estimated as

Pc|s )= Clc,s) = total occurrence of ¢ with s,
C(s) total occurrence of s,
P(s) = C(s,) = total occurrence of s,
C(w) total occurrence of w

To simplify the task, the classifier P(c) will be eliminated because it is constant
for all senses, thus does not influence the answer. The log is added to make the

computation simpler.

12 . . . . . . . .
The followings are symbols and their meanings which are used in this section: w is an
ambiguous word , s,,....S,,...,S, are senses of the ambiguous word (w), ¢ ,...,c,,....c, are contexts

of w in a corpus, v,,. csVjpeo.Vy Are words used as contextual features for disambiguation.
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arg, max P(sc)
arg, max [P(c|s)/P(c)] P(s)

arg, max P(c|s,) P(s)

= arg, max [log P(c|s,) + log P(s )]

This classifier (Gale et al. 1992b) is an example of Bayes classifier called Nai

ve Bayes Classifier. Naive Bayes assumption explains ¢ in term of v; in ¢, where v is

features of context words. This means that the context of w is the sum or the

combination of features of context words (Vj) in the context.

Naive Bayes assumption: P(c|s) = P({v;|v;inc}|s) = [

P(Vj |'s)

vj inc

Naive Bayes assumption leads to two consequences. (1) All the structure and

linear ordering of words within the context are ignored. This is why this model is

often referred to as a bag of words model. (2) The presence of one word in the bag is

independent of the others.

Naive Bayes decision rule: decide s' if s' = arg max, [log P(s,) + I

log P (v;] s,)]

vjinc

where,

P(Vj |s) = C(Vj,Sk) = total occurrence of \/ with s,
C(s)) total occurrence of s,
P(s,) = C(s,) = total occurrence of's,

C(w)

total occurrence of w




46

® Strengths and weaknesses of Naive Bayes classification

Strengths:

1) Tt yields high accuracy because its decision is based on choosing the sense
with the highest conditional probability.

2) It can deal with longer distance or wider context as it can catch cues from
topical context.

3) It is efficient because of its ability to combine evidence from a large number

of features for decision making.

Weaknesses:

It ignores the structure and linear ordering of words within the context when
the evidence are combined. This leads to the consideration that the presence of one
word in the bag is independent of another which is often opposite to the real piece of
language. Thus, it cannot exploit the powerful information from local sequence and

sentence for disambiguation.

2.5.2.2 Dictionary-based disambiguation

Lesk (1986) proposes this method with the basic idea that the definition in a
dictionary can be exploited for choosing the correct sense of an ambiguous word. The
algorithm will explore whether in a context, there is a word form that matches with
word form in the dictionary's definition. If there is, that definition will be chosen as the
definition of the correct sense. For example, assume that in a dictionary, there are 2

definitions for the word ash

1. A Tree of the olive family.

2. The solid residue left when combustible material is burned.
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The first definition suggests sensel, which is "tree" and the second suggests
sense2, which is "burned stuff". If there is a sentence "This cigar burns slowly and
creates a stiff ash." Sense 2 "burned stuff" will be chosen because the word form burn
(only lemma is considered) in this sentence matches with the same word form burn in
the second definition. While, in this sentence "The ash is one of the last trees to come
into leaf." Sense 1 "tree" will be chosen because the word form #ree in this sentence is

matched with the same word form in the first definition.

® Strengths and weaknesses of Lesk's algorithm

Strengths:

Its basic idea is simple and easily understandable.

Weaknesses:

1) Since the algorithm is a bag-of-word model, it cannot make use of powerful
local sequence for disambiguation.

2) The definition in a dictionary may not provide enough information that is
word form in the dictionary's definition may not match with word form in a context of
an ambiguous word. So, there will be no decision. This is why the algorithm's

accuracy rate is only about 50 - 70%, which is very low (Manning and Schiitze, 1999).

2.5.2.3 Information-theoretic approach

Instead of trying to use information from all words in the context window in
the disambiguation decision, the information theoretic approach finds a single
contextual feature that reliably indicates which sense of the ambiguous word is being
used. Features considered are syntactic role relation such as object; grammatical

category such as tense; co-occurrence such as word to the left.
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Table 2 is an example of the highly informative indicators for three ambiguous
French words. The basic idea can be illustrated by using the following example.
Assume that prendre has 2 sense, that are "to take" and "to make" , the best indicator
of the correct sense of prendre is its object. If its object is mesure, the sense "to take"
will be chosen as a correct meaning of prendre. If its object is décision, the sense "to

make" will be chosen.

® Strengths and weaknesses of information theoretic approach

Strengths:

This method avoids the independent assumption when features are combined

by using only the best contextual feature.

Weaknesses:

In considering only a single contextual feature of one word in a context (which
usually near or occur in the same location with an ambiguous word), the algorithm
cannot efficiently deal with the indicator that is in a wider context or a context that

does not have any single best indicator.

Ambiguous word Indicator Examples: value - sense

prendre object mesure 2> to take
décision 2 to make
vouloir tense present = to want
conditional > fo like

cent word to the left per 2%

number - ¢. [money]

Table 2: Examples of single best features selected as sense indicators.
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2.5.2.4 Decision list algorithm

Decision list algorithm proposed by Yarowsky (1994, 1994a, 1994b) is based
on Rivest (1987) but narrow its complexity by restricting only to word and class
trigrams. The algorithm combined the advantages of corpus-based approaches, namely
decision trees, N-gram tagger and Bayesian classifier in that it can deal with both local
syntactic patterns (part of speech) (which is the advantage of N-gram tagger) and more
distance collocational evidence (which is the advantage of Baysian classifier). The
features that are considered by the algorithm are part-of-speech, lemma
(morphological roots) and word class. However, the algorithm does not combine all
the features but select only one single best feature to perform WSD. For example, in
French accent restoration (Yarowsky, 1994a), in context of cofe containing poisson,
ports, and atlantique, if the adjacent feminine article /a is present, only this best
evidence (which is /a) is used as a single best sense indicator (indicating that cote
means "the coast" and will be assigned the accent as cdté) and the supporting semantic
information (which are poisson, ports, and atlantique) are ignored. If no gender
agreement constraint were present in that context (if /a is not presented), the first
matching semantic evidence would be used (which may be poisson, ports or

atlantique).

® Strengths and weaknesses of decision list algorithm

Strengths:

1) It combines the advantages from corpus-based approaches so that it can

make use of information from both local syntactic patterns (part of speech) (which is
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the advantage of N-gram taggerls) and more distance collocational evidence (which is
the advantage of Baysian classifier)

2) The algorithm is significant simplicity and ease of implementation

3) The result of the training -- a decision list -- is clearly understandable.

4) The algorithm is easily adaptable to new domains or tasks like lexical
ambiguity resolution such as accent restoration, capital restoration, recovering vowels
in Hebrew text, etc.

5) The algorithm achieves high accuracy (In Yarowsky 1994a, the algorithm

achieve the accuracy about 96% on the average.)

Weaknesses:

The decision list algorithm when testing whether it works for fine-grained
sense distinctions (such as WordNet senses (Miller et al., 1990)) is less accuracy (70%

vs. 99% reported earlier) (Martinez and Agirre, 2000)

From the strengths and weaknesses of these four theoretical methods discussed
above, we choose to apply Yarowsky's decision list algorithm (1994), however,
without taking the advantage of the algorithm's ability to exploit information from
wider context and part of speech to help disambiguation. This is because we want to
know to effect of local context alone, and will use word form as the only feature for
disambiguation. However, we take the advantages of performing feature selection,

easily implementation, easily understandable decision list and high accuracy result.

. N-gram taggers are used to tag each word in a sentence with its correct part of speech,

thus, help resolving categorial ambiguity and also ambiguity with different parts of speech.
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The decision list algorithm proposed by Yarowsky's (1994) research on lexical

ambiguity resolution, which is the homograph disambiguation in text-to speech

synthesis, involved the following steps.

® The Decision list algorithm

Step1: Collect and label training data

Collect all samples of the target homographs observed in a large text corpus.

Then, label each sample with its correct pronunciation in that context.

Step 2: Measure collocational distributions

Count the co-occurrences of features and the target ambiguous word. Then,
measures the collocational distribution of each co-occurrence, which is the probability
of the co-occurrences of features and the target ambiguous word. The features that
used by Yarowsky are word form (in the form of lemmas), trigrams and (optionally)

verb-object pairs.

Steps 3: Compute likelihood ratios

Measure the discriminating strength of each co-occurrence by using log-

likelihood ratio:
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( P(Pronunciation, | collocation,)

Weight = Abs(Log ( )

P(Pronunciation, | collcoation,)

The collocation patterns most strongly indicative of a particular pronunciation

will have the most extreme log-likelihood ratio.

Step 4: Sort by likelihood ratio into decision lists

The weight computed will be sorted in decision list according to log likelihood
ratios from the highest to the lowest weight. The collocation pattern that has the

highest weight will be the most reliable indicator of the particular sense.

Step 5: Using the decision lists

The decision list algorithm is tested with new (unseen) text. During the test,
the algorithm will look up for the target ambiguous words, if found, then check for the
contextual feature that matches with the feature in the decision list by looking from the
highest to the lowest weight. If the match found, the sense that indicated by the feature

that has the highest weight would be assigned to the ambiguous words.

a Computing the ratios may arise the problem when the denominator,P(sensej | feature,),
is equal 0. This problem occurs when there is no such collocation probability observed in a
corpus while it is clearly that it should not be so, for example, the probability of seeingcote in the
context of poisson is not 0, but no such collocation is observed in a corpus Yarowsky, 1994a).
Many factors such as the size of the training sample, the noise in the training corpus lead to such

problem. Many smoothing techniques are proposed for solving this problem.
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Since the decision list algorithm proposed by Yarowsky was used for the
lexical ambiguity resolution such as homograph disambiguation, accent restoration
rather than WSD, in this study, we follow these steps with some adaptations to suit our
case, which is WSD in Thai. The detailed explanation about the decision list algorithm

used in this study will be presented in Chapter 3.

2.6 The Evaluation of the Performance

The last step in WSD task, like other tasks, is the evaluation of its performance
in order to know degree of accuracy or achievement. The evaluation should be done
against both (1) the human performance (the upper bound performance), which will be
discussed in section 2.6.1 and (2) the performance of the simplest WSD algorithm (the
lower bound performance), which will be discussed in section 2.6.2 below. It should
be noted here that the evaluation of the algorithm’s performance should consider the
degree of difficulty of the task that an algorithm performs. For example, POS tagging
program for English can easily achieve 90% accuracy while machine translation

system nowadays can not achieve this level.

2.6.1 An upper bound performance

An upper bound performance is the disambiguation performed by a human. In
case of WSD, if a human cannot disambiguate correctly, it is expected that a machine
cannot too. The case that human cannot perform correctly is where there is not enough
information in the context. Gale, et al. (1992a) found that in disambiguating words
that have no related meanings (homonyms such as bank) the upper bound is 95% or
higher whereas in disambiguating words that have highly related meanings

(polysemes such as title, side, way) upper bound is only 65-70%.
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For the evaluation against the upper bound performance in this study, since
there is a lack of unified agreement among judges (Ahlswede, 1995)15 and there is no
basic research about word sense disambiguation by human informants in Thai, the

algorithm will be evaluated against the disambiguation manually done by the author.

2.6.2 A lower bound performance

A lower bound performance is the performance of the simplest algorithm
usually where there is strong contextual cues and dominant meaning assigned. For
example, assuming that an ambiguous word occurs 1,000 times in a corpus, with 600
times of “sensel”, 200 times of “sense2”, and 200 times of “sense3”. If choosing the
most dominant meaning in all cases, the algorithm will achieve the accuracy rate of

60%.

Number of times the sense is correctly disambiguated = 600 = 60%

Total number of answered senses 1000

Thus, if the performance of the optimal algorithm (span) is above this based
line (if it exceeds such value) it will pass the evaluation against the lower bound

performance.

" There is a problem in evaluating the performance against human judgements due to the
lack of agreement among judges. Ahlswede (1995)'s ambiguity questionnaire reported the large

gap between 63.3% and 90.2% agreement among human judges.



CHAPTER III

METHODOLOGY

This chapter consists of three main sections. Section 3.1 describes the data
used in this study. Section 3.2 is word sense analysis. Both the data and the senses
from the analysis are used in the WSD processes, which are explained in details in

section 3.3. The details of these three main sections are as follows.

3.1 The Data

This section discusses three main concerns about the data used in this study,
which are source (section 3.1.1), scope (section 3.1.2) and size of the data (section

3.1.3).

3.1.1 Source of the data

The corpus of "Bangkok Business" newspaper during November 1, 1999 to
October 31, 2000 is used in this study. The corpus is kept in the form of files -- one
file per one day. So, there are total 365 files for one year, which has the total size of
132 MB. The data containing the ambiguous words and their context are randomly
extracted from this corpus. Only 2,200 examples of #7 /hua4/ and 2,200 examples of

1Ay /kepl/ are extracted from the corpus (see section 3.1.3).
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3.1.2 Scope of the data

All occurrences of #3 /huad/ and 1AV /kepl/ as an individual word are the data
of this study. In addition, since we would like to have all possible meanings of #2
/huad/ and (A /kepl/, we include #7 /hua4/ and iy /kepl/ that immediately co-occur
with other words, even though they could be viewed as compound words, reduplicative
words or repetitive words. These words are included in the scope of data if the
meanings of these compound words, reduplicative words or repetitive words are
transparent, or in other words, the meaning of each unit does not change from its
original meaning. However, some occurrences of #7 /hau4/ and iy /kepl/ are not

included in the scope of data. The followings are the data, which are beyond our scope.
(1) 7 /huad/ and 1 /kepl/ co-occurs with other lexical units, which are
(1.1) Idiom, or idiom-like unites.

Example 1

@) ... aTuasaamiugudy sudiidlathuluniefifen. .

ald' A @

(ii)... Deamesre¥oiin seedannu. Iddaeinilssenauiulaluvaznusnm #

o A Ay
Hu'la Fudidgun..

In example 1, in (i), we can see that %2 /hua4/ co-occurs with another lexical
unit, namely 171 Ia /bandai/ meaning "stairs", but when consider their context and other
lexical units, namely 111 /baan2/ meaning "home", 13/ /mai2/ meaning "not” and E
/heen2/ meaning "dry”, they are combined to be an idiom meaning "(a place) that
always have visitors". It has opaque meaning such that each unit does not have its
original meaning. Thus %7 /hau4/ in (i) is excluded from our data. However, in (ii), #2

/hua4/, which co-occurs with Ju la /bandai/, is included in our data because the
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meaning of each word is transparent. The meanings of #7 /hua4/ and 1/u la /bandai/
remain the same as "top" "and "stairs" respectively. More examples of the data

excluded by this criterion are shown in appendix A.

(1.2) Compound, repetitive and reduplicative words that have opaque
meaning, that is, they have the new meanings, or the meaning of each part is totally

changed from its original meaning.

Example 2

. 9 ' 9 Y A Ao a a Y
(l) ...B‘U183}!61]3JE]3JL3J1LFJ'I'J“]511!E\!Gh/iﬂJuLmZ@%i'l“r‘i')f?)ﬁi“l/‘l‘tﬁ/]Mﬂuﬂuﬂiiﬂﬂﬂi}ﬂ@@u...

.. o £y a (Y
(i) ... NILUINIHVT W15 dnaudazmdeurieasny 13 1dmud) wszmida. .

In example 2, in (i), we can see that %7 /huad/ co-occurs with a3y /2alsoo
4ra3pit3/ meaning "snake", but from the context, #oa Wy is excluded from our
data, because it is a compound word meaning "an old womanizer". However, in (ii) #2
/hua4/ co-occurs with easWy /2alsood4ra3pit3/ meaning "snake", from the
context, is included in the data because the meanings of #29a3W¥ is the combination
of the meanings of #7 /hua4/ - "head" and ea5Wy /2alsoodra3dpit3/ - "snake".

More examples of the data excluded by this criterion are shown in appendix A.
(1.3) Proper names.
Example 3

. a o v Y Y, oY A A,
(1) ...Nu’lﬂ’ﬁ]’lﬂlﬂl’lﬂi’lﬂ LUIRIATY LASIUIND ]lﬂhlﬂaﬂ'llfll'l‘I/]’)NWH'V]‘I/]'IﬂWﬁLﬂ‘]&IG]ﬁ...

.. Yy a ' 3 Y o g 2 < =< Y
(11) ...mmﬂwmiaqgﬂuﬂizi}nummammum ﬂmﬁlﬂiﬂ‘hﬂﬂ‘ﬂ...

' This meaning of #7 /hua4/ is extended from its original meaning of "head".
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In example 3, in (i), %72 /huad/ co-occurs with a1 /laan3/ meaning "bald", but
in this context, Wadu is a single word because it is the name of a mountain. Thus, it is
not included in the data. However, in (ii), #2 /hua4/ co-occurs with a1% /laan3/
meaning "bald" is included in the data as it has transparent meaning. The meaning of
%2813 is the combination of the meanings of #2 /hua4/ - "head" and a1 /laan3/ -

"bald". More examples of this type of data are shown in appendix A.

(2) #12 /huad/ which has parts of speech other than noun and iy /kepl/ which
has parts of speech other than verb will be excluded. For example, %72 /hua4/ in (i) and
(ii) are excluded because they are verb and 1By /kepl/ in (iii) is excluded because it is

adjective.

. o g’ Qy Y} 1 v L; ISY A =l ad 1
@) ... mhdonzueudugluleinfeiniile Inewssumasdwyermissung
(i) ...leauiiludinseisesruivesmsannluniadeauy

[ 4

Giii) ...02 1513 TiTnswddu usan DiRuwdvilaarieess dvualidums. ..

We would like to note here some advantages of including compound, repetitive
and reduplicative words with transparent meaning in our data. First, by doing this, we
would have a large variety of meanings of #7 /hua4/ and iy /kepl/, and have a large
number of data for testing collocational words in this study. Second, there will be
smaller lexical units in the lexicon. For example, instead of having at least 7 lexical
units (2011, #2ilN, @10, 2, 911, W and a1n), we have only 4 units (13, 811, i,
and a1n). However, there is also a disadvantage that some of the senses are not
applicable to some tasks such as human or machine translation. For example, #2a1n
would better be considered as one word and translated as "trailer" than considered as
two words with #72 /hua4/ means "machine part" and a1n /laak2/ means "to trail" and

#7210 is translated as "part which trail the rest of a machine".
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3.1.3 Size of the data

As we define our scope to be at least 1,000 samples of each word, we collected
600 samples of #72 /huad/ and 600 samples of i, /kep1/ as our training data and 400
samples of #7 /haud/ and 400 samples of iy /kepl/ as our testing data. Then, we
carried out the pilot study on these samples. But the precision rate is not so high.
Thus, we collected additional 600 samples of %2 /hua4/ and 600 samples of 1Ay /kepl/
as our training data. Then, we tested at these sample sizes (1,200 samples for each
word). The precision rate is significantly increase. However, we would like to know
whether the precision rate would significantly increase with the increasing in training
sample size. Thus, we collected additional 600 training samples and got 1,800 samples
of #7 /hua4/ and 1,800 samples of 1Ay /keptl/. Then we tested at this sample size and
found that the precision rate is increased but not significantly (see the precision rates of
testing at 600, 1,200, and 1,800 training samples in figure 35 and figure 36, section

5.1.1). Thus the training data in this study is set as 1,800 samples.

The number of token classified by senses of the ambiguous words is shown in

table 3 for #1 /hua4/ and table 4 for 17V /kepl/.

In the training corpus of #7 /hua4/, most of the senses ? found are "head",

n.on

"entity", "viewpoint", "bulb" and "brain" respectively. In the training corpus of i,

/kepl/, most of the senses found are "to keep", "to charge", "to take", "to gather" and

"to hide" respectively.

? See the definitions of these senses and all other senses ofii2 /huad/ and (AU /kepl/ in

section 3.2
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Sense of #7 /hua4/ No. of training data | No. of testing data

Head 410 96
Entity 388 72
Viewpoint 202 36
Bulb 145 14
Brain 109 29
Front 102 31
Intelligence 72 16
Top 66 11
Titles or names 43 13
Concentrate 42 13
Topics 42 18
Machine part 36 14
Headline 33 8
Hair 32 5
Early hours 30 11
Chief 25 5
Emotion 9 4
Heading 6 1
Talent 4 1
Head of coin 4 2

Total 1800 400

Table 3: Sizes of the training and testing data of#7 /hua4/ classified by senses and sorted by the

number of occurrences of each sense in a training data from the highest to the lowest.
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Sense of (A1 /kepl/ No. of training data | No. of testing data

To keep 672 160
To charge 520 107
To take 276 46
To gather 233 62
To hide 52 9
To arrange 35 6
To buy 15 5
To kill 7 3
To pick up 5 2

Total 1800 400

Table 4: Sizes of the training and testing data of i /kep1/ classified by senses and sorted by the

number of occurrences of each sense in a training data from the highest to the lowest

3.2 Word Sense Analysis

The senses used for tagging the training corpus in this study comes from two
analyses, namely the analysis of word sense based on Thai dictionary of "The Royal
Institute" (section 3.2.1) and the analysis of additional word senses based on the
training corpus (section 3.2.2). The reason that we have to analyze additional senses
from the training corpus is because the senses provided by the Thai dictionary of "The
Royal Institute" may not fit in some contexts of a training corpus -- some senses may
not occur anywhere in the data, or the senses provided may not suitable to some
context. Thus, it is necessary to analyze all the senses of #7 /hua4/ and 1Ay /kepl/
before tagging. Figure 1 and figure 2 are flow charts illustrating word sense analysis

of 13 /hua4/ and 1AV /kep1/ respectively.

The steps involved in word sense analysis are as follows.
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Dictionary of "The

Royal Institute"

v

11 definitions of #7 /hua4/

'

Sense labeling

.

Word segmented

data

Word sense tagging

v, v

Sense tagged data

Untagged data 10 senses

v

Semantic analysis

g

sy ey gy

v

Semantic
—»>
network

Sense labeling

Sense labeling

Sense labeling

10 additional senses

v

»  Word sense tagging

Sense tagged
> 2g
data

Sense tagged data H

Figure 1: Word sense analysis of #2 /huad/.




Dictionary of "The

Royal Institute"

v

6 definitions of (A1 /kepl/

'

Sense labeling

.
[ o=/

Word sense tagging

v v

Sense tagged data Untagged data 6 senses

v

semantic analysis

Cluster 1 / Cluster 2 / Cluster 3

Sense labeling Sense labeling Sense labeling

Sense 1 / Sense 2 / Sense 3

3 additional senses

P Word sense tagging ———p

Sense tagged data H

Figure 2: Word sense analysis of 1y /kep1/.
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3.2.1 Analysis of word sense based on Thai dictionary of "The Royal

Institute"

Step I: Extract the definitions of #7 /hua4/ and i, /kepl/ as stated in the
dictionary. There are eleven definitions of #7 /hua4/ and six definitions of 1Ay /kepl/.
Then derives the senses based on these definitions. Table 5 and table 6 contain the

definitions, derived senses and examples of #7 /hua4/ and iy /kep1/ respectively.

SENSE DEFINITION EXAMPLE

E2

1 o % o w 1
Head Body part which contains the . naNmeRns Tt 1IFtuIRIaziwae W

@

brain. Also used as a classifier. UAIN...
v k4 £ 3 1
wazdszaudszadlerinlaniuiieg
I ~ v A
ihungnengnleveainden. ..
. asudremmannmsvduiie ¥3 uay
£ I A ] '
M1 war WunudveuaIe. ..
Y 2 ]
.5 FuIuTINIZANDEN HIaz 11 1M 12

dad vualua) 170 ...

Y Y

' I~ 4
Head of coin Side of coin where a person's e lsnamileliduFiveunsonud)
Y 9 Y A 1o
profile is represented, opposite of | ATHNOUNADINWUNU...

9
~ (%

= A A Y Y
fSeuaieumrTau nuNIa U RILaE

tails. &
v 1 ~ = o
noy umﬂumsaaﬂmamu...
iy . Gl ! v A 1&_’] 2 A o 1]
Intelligence Ability of a person's brain; S U5 ARS i Mo Tt A TR T ATC AR TR e VIR
intelligence nang Tugaedeguivn. ..

uda ) sanuaa lidudieseuladu .

.. mdtwe.szylivednswala thereents
V...

. BAndudneeziiTema ldunndnaun

F4 Y
19/ 228 ¥ hauaanavy. .

Table 5: Definitions, derived senses of #2 /hua4/ provided by the dictionary and examples of

these senses found in a training corpus.
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SENSE DEFINITION EXAMPLE
View point The way a person views or thinks Al Lﬂluﬂuwaﬂﬁaquuiq AUNTI
FaiuuaTuee. ..

about an issue.
4
' o ' Y] o J @

_wlluvagiinguinauieysnizd
aueenlas...

1< LY A
onumngauuaulszan i Tusa i
HeNANUTINAILDY. .

1
A v £

4
. niudl desmsauniiiadeluiluns

e

IANT UBNINI...

a o

J = Sldy
Talent Talent or special ability to do ~.NAMIAYYRY

' o

Q A Y
1 L"’lﬂlﬂuﬂuﬂll NI

4
o g
something. HIALAAN INTICOADATSISIIAN. ..

1 a

_.omazRaauny Inanso NI RINIEINY

a

< 1 q’/l 1 qszl = a3
NATY LA ALAATINVINUNUNDALUY. ..

a v A ] Y o a '
_.gsnvaseuns I luweTiainsngu

s o 4
riniiwadluddszneumsiiidszau

& A
MIalluGeq. ..

Top Top part or pointed end of an . Jasdunade3smsden 14w liaa
I ldasldluses...

< )
. NDUNUADNANVOIHIH NFuanuuly

object.

ninvewvlaalas. ..

Y 9 4 [ LY
_dlea uinwndrzrmdaio1iInszgu
PONUAD U eI DFIBTIN. .

a a A = :’ A a U
...AnnA eanIetuaIuS U HIUY

A4 A o
aruauiula...

{ I~ o v 3 o Y
Front Front or pointing part of an ...ﬁﬂammmﬂumﬂimmz HWIAVNVALVTYR

: funszithae
object. “

2
...99ANINTNU AT FULTAd AT
[ 2 9 1 < o B
Tsaudamelswuruimia. .
Y a o 9 4
... TagAnan s 08UAYNIIBIZAT 19T 08UA

d! qs// 1 9 :1‘ = dy
FATHUIAUAHIVTANIY INUUIVIYWY
d'
n...

Y

v Y A A o
..anvazadieglizeliuiun linaeu

A o Ao o
N Lm%Iﬂi\iﬂﬁﬂiﬂﬂj}\iﬂuﬂﬁuﬂaﬂﬁ...

u

Table 5: Definitions, derived senses of #7 /hua4/ provided by the dictionary and examples of

these senses found in a training corpus.
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SENSE DEFINITION EXAMPLE
a S v 1 A L%
Early hours The early hours or part Ofa tlme ...ﬂﬂﬂﬂllﬂ“ﬁﬂQﬂ’]’]Mﬂuﬂﬂuﬂﬂ’muﬂ 147
sudgiadidosllaudufiosiu
period.
< 2, S e v v o A
- Humsiaesdimauadaia v 1990
i3 1 o 1 tdyd 1 =
daogludwmuaiionsil...
WMy Yy A T 1Y
...Lmllﬂmlﬂmmul,m"rnqﬁmﬂmm
1szraalaasainaou...
Ed
9 A A U o
Bulb Globular base of stem of some ...ﬂWuﬂWi@]ﬂWﬂellmguuﬂﬁﬂﬂm'ﬂ?llu?fﬂ
1 I
plants sending roots downward oongamailu...

v Fd ¥
L umseaaiiuuy 16999 nvoNIzad i
and leaves upwards; Bulb. Also

4
. Funsrzdosmoms liidesnenvon. .
used as a classifier. L
_apawIntiuiuediags mi iy

] csy A '
anqiigan Tudenmamnine...

v o K

A Aa a A A
.. .W]ﬂjlﬂuwaﬂ'ﬂ?ﬁﬂﬂgﬁﬂlaeﬂ!@u!@] N

9

galunhwd litiney. .

A o 1 QY A q o
Concentrate Concentrated substance, usually ~.omsnumlgeiel¥lumsan

° < LY { 3’ 19 a o
to be diluted when used UIUFADNTNFIOAANUBIVTEN

Y
o w

VITIUDAQU...

a

. Tasemsnaasie wuaiugie s

4
o o

A Hdq vy
ﬂ\jﬂﬂﬁ'lwu‘ﬂﬁlﬁﬂjﬂ.. .

v a

A 3’ a o Y o ady ¥
. BinydnfwmihmsnAnausaianzin Id
L3 B9 INUUINAN..

Y
0

A ' H Ay y &
...ufﬁ\llﬂﬂﬂ?1ﬂ1§ﬂ§ﬂﬂ?u1‘]§ﬂﬂ1ﬂ%1ﬂluﬂ

HyLaa. ..
Head of Thai The small circle marking the There is no example because this sense
alphabet beginning of an alphabet in Thai | occurs nowhere in the corpus.

script.

Table 5: Definitions, derived senses of #7 /hua4/ provided by the dictionary and examples of

these senses found in a training corpus.
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SENSE

DEFINITION

EXAMPLE

To pick up

To pick something up from the

ground or the floor.

. Nyavgannilenaousudnauiy g
= v 9 Y oy 9/
@enandnaanusuii...

" 4 2,
. AuTyAAINAUKTIL AaLdey 3 YN
Puaiugnuzl e ivauaINAu. .

v
oo azndiuegiumsiuiy

v
= Jd A J

A 39l uiludansenouli. .

Do

~ Y a2 A a9
LLANVULTYUIDYVDITDIUN BLAYTTUNNAN

v
a T

iy uiAAe0INNNEINNDE 1IN ol

H
uy"...

To arrange

To put away; to arrange objects in

a cabinet, a closet or a box.

Y 1o o

[ Y A a o &
. adafvuidar Imieulnd dauaufu
~ =~ Y Yy a Y
NUBUEsVS 08 LAUAUDDANIVIIUDN. ..
a ad 4 ] = <
. Fatld inud viuenag lan3ouify
=y a L]
nsgiihynuaulaidy qoAnFaamil...
o @ 1 =3
L Jaushdenszasiuiu 1318 uaazild
A o Y, '
aaveenun 1%l
dy 1 o A A <3 ]
neisuas Tnu'landuiey iieiushe

) < o A < Y _ 9
UINTUNUVUAIVNUITD VUV, ..

To take

To collect; to harvest, to take

under one's care.

9

...Home for dying Tuaeuusn uld¥ 1aud

WaNdueuTeA UMY
Y
...

a

sld' [ VoA Y < o
= PAtedszauihuunni faz lafudsa
Y Aa A A
tenlupeunianansoriiou. ..

Y

= o Aa < = Y
. Aimsseueiing msmuned iy

aouluiuieazunaae g, .

To keep

To keep or to store, to prevent

loss or damage.

& A A [
...!WiWﬁLﬂuﬁQNﬂTﬂﬁ?ﬂ UllleJ’fﬂi]i]Sﬁ "y

lasvrvanem ...

]
v A

F
. dueundimssugesiuiululndan

Y Aaa s & ) Yy Aayy
doalITmafuiieuzniuianala. ..
24 ' P v &
.gniunnelinua duduludibuszifu
Y = a
Tduuda 2 enad...
. Jade 200 aasuani o 13un

YavanvringInaanguau. ..

Table 6: Definitions, derived senses of (A1 /kepl/ provided by the dictionary and examples of

these senses found in a training corpus.
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SENSE DEFINITION EXAMPLE

= <3 a 1 ~ <

To gather To gather; to save ... Az108AYBINDD5I1190E1INMIT 1P VT
ya vesnulunmsassunssu liaunso
mla...

) o o V2
dnniluvasavina@nuraniia tag

Y& o 1 [l Y

Taudiegeaslinansuassning. ..
e TMvduiaurazfuRuln 1a
mawenazaunandu . .

Y Aa 9 < I
.. ANUAARBUNAUN T VRIS a1
VWAUYOUMSS IpAauazNAUE N

19971....

Ed
A = < a 1A
To charge To collect or to charge a fee CCNFAUINDUDYA TYNIN VN UATNNVYS
' Y
Haﬁl@ﬂﬂ’]ﬂ!ﬂﬁﬂ’]ﬁﬁﬂﬂqﬁlﬂﬁlﬂlﬂgﬁlﬂﬂﬂ...
~ J T =} IR
.. NATWYAIDITULHYN ‘Vl’]i]l,'flﬂllcﬁﬁi]\i
a & 1 2| <
Lﬂaﬂufl]’]ﬂﬂ’]ﬁ!ﬂ‘]JﬂTﬁﬁﬁllLuﬂllll’]lﬂuﬂ’]i
VD...
_.aeliilatiowasunaduauleson
1 a9 o 9 3
NUMBIVITIAWYNINDL. ..
4 Y a3 J a
. waziiely 400,000 HIN HUATUINT

0.15 VIMABNN. ..

Table 6: Definitions, derived senses of (AU /kepl/ provided by the dictionary and examples of

these senses found in a training corpus.

Step II: Tag the corpus using the senses provided by the Thai dictionary of
"The Royal Institute" by putting these senses to their suitable contexts. During the
tagging process, we found that the senses derived from the dictionary are not
applicable to all occurrences in the data. There is one sense of #72 /hua4/, namely
"head of Thai alphabet", that is not found in a corpus. Since this study is a corpus-
based WSD, we discard this sense of #7 /hua4/ as it is not found in our training data.
Besides, in some contexts, no senses of #3 /hua4/ and 1Ay /kepl/ provided by the
dictionary are suitable, thus we have to analyze some additional senses that fit these

contexts.
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3.2.2 Analysis of additional word senses based on the training corpus

The analysis of the additional senses of #7 /hua4/ and iy /kepl/ are as follows.

Step I: List all the data that cannot be tagged with the senses provided by the

dictionary.

Step II: Categorize them into clusters according to the context in which they
occur. We get ten clusters for #72 /hua4/ and three clusters for Y, /kepl/. The

examples of the context of #7 /hua4/ that fall into the same clusters are as follows.
Cluster 1:

=Y} ~ v1 1 9 w 1 9 g} o a a ]

i @ nsos A ilu nou 11 Wa 918 1dnses i wusu Tu so qu 0 9z og
o { 1 Y3 [Y]

oud 91 1 Usznoudis aw ados Tua i We  waz STum 145y 1deq

I [ Y] Y] 1 o A

i szuutlesiu ms dnaeu gu  waz ¥ o1 Tias lu n5es  eon

Aa o ~ M dy ] o Y] 1 A o A v A <3

USEN N 9w, dade N anag a2 11 ¥ 0 ased duda sea T iy

9y o 1

Y A o 4 Y] [ =1
18 1 ms i Tavead 60 ¥ vy un unu Tag 3 o dyan 529y 2

g 9

U

a 1 a J Y '
N1 UINIT UYUFI NN L%!'E] 1INy HI Q1N LUag LUeT ﬂ'lIﬂ i'JiJaQ n13 334 NU

In this cluster, we find that this sense of %72 /hua4/ often co-occurs with some
action or operational verbs such as 81 /2aanl/ meaning "read", v /fan/ ,
meaning "to listen, to hear", 918 /caail/ meaning "to distribute" and a1 /laak2/
meaning "to trail". We substituted this sense co-occurred with these contexts with

sense "machine part", which is the suitable sense for these context.

Cluster 2:

@ a ) Y 4 J 1 LY 4 1
Ju 150 A Wy 91sual Nl Wad 11 !,’?fEJ 3J1ﬂ5|4j11! WY BY1INIS G]%Tﬂu a1
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wu ez $15wms N udr e o fu @ du e uer ome T dum &
Fu Suiidl g ves 3u dna feeiin w de msie T 3 vuwile Sudsenmu

In this cluster, we find that #7 /hua4/ always co-occurs with 1Ty /siiad/
meaning "bad". We substituted this sense co-occurred with these contexts with a

suitable sense for these context, which is "emotion".

Cluster 3:

A 1 9 ' tY A A
.9, Ul ‘c’Jﬂll 30U LYY A HWI AL 500 VSN NIT LADN d@.9.

dy a A a [ 1 Y] < = Y
Yl Uszmana e Aa 1Tu Ao %I A Wmag 090N N1NY AU 578

v d

~ = 1 Y 3 1 42’ 1 [
i 511 mde Ao ¥ awd 600 - 700 v Auld  daulug Ju s
sz uuy 918 g 519 Wi Uszng mewasnn 5y U3l dades @a. 0 an

v
Y] a3 Y] 1 @ 1 a 1
Tay @5 WU 92 10U W2 ag 2 M3 A0 AU AU a1 T AA uA 10

In this cluster, 2 /hua4/ usually co-occurs with the amount of money or the

number. Thus we substituted this sense of #7 /hua4/ as "entity".

Cluster 4:

1 v ad 9 1Y Y a A Q+ = A
UBNIIN NN GAUATN LIA7 “lu AU I U INS WaldnN 37 AU LAYI N
o w % 4 o 1
Iﬂﬂ ﬁlﬂﬂ IV ﬂi]‘]elilﬂﬁf]ﬁ (P ﬁiJ AU ’s’f%lNﬁiiﬂ ﬁii]ﬁ Uag WJWﬁW va?ﬁu

Y Y Ao ' A LY 1 A
VBN RIHUINATIV I VT A T’ﬂﬂ 1u N5 99N AN ol 1iue

In this cluster, #2 /hua4/ usually co-occurs with the word Tsn /cookl/
"leader". When substituting this sense occurred in these contexts with the sense

"chief", we got the suitable sense for this cluster.
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Cluster 5:

2
aoll 150 92 dov Tnu W1 UfUAsssy o lu da 1wy dos

e ﬁﬂe

A A 9 =K o FY LY o Y [ 4 ' Y

VN FON U DINY ABY 1N WI Yszya ANed UMY VY auiny AouYIg
A g o Y] a = = A :/I

glsd A iy ves wan A5 ¥ uae @2 v au iFe Ao wailes Fuaes i

14 19 160 1d ya Ine % a0 oo 1nde & aw The Tilames swsed

In this cluster, #7 /hua4/ usually co-occurs with Inu /koon/ "to shave" and
other color terms such as #71 /dam/ "black". When substituting the sense in these

contexts with "hair", we got the suitable sense for this cluster.

Cluster 6:

A 3 Y 1 @

= I A a Y o =
e 1y @0 N uls anw Aa 10 W gInN N 6U'l’)slcl’i FIINU DOALDEI U1

o—

U/ =

° o ~ = o = = o @
WA NIT NN VD TN U K nJu UlE]L@]EJ u ‘]J1ﬂ Lﬂu MYINNHY U

9
A 1

Y v

11 AuZNIIUMST VTEN Ao @IU 13 %S0 JuaNed vod USEN N vz ¥ ne 19
=y <3 <3 Y 9 = 1 dy o =\ =

W11 1A38A Foa uay 1039 1A HI UABY  ue aoull ¥dIIn U gn 1 A

o A Y =2 o 9y % = d? Y o
M5y de 39 92 Mlv 81ms Uaa Ha 9n VliJLﬂiLl f vU hlﬂ 3y

In this cluster, #2 /hua4/ usually co-occurs with awey /salmoon4/ "brain",
A /kit3/ "idea" and some feeling verbs like 1/2@ /puuatl/ "to be ached". The suitable

sense for this cluster is “brain”.

Cluster 7:

9 ] v
o v Jd A )=} =

~ Y] v A v A Y I
AIUN 24 AUMNUT U 1BI YUEN I HUNED a3 IUN vl'J 1N Wu w14

q

o o @ 1 % d
i ung W ﬁuau 1Ay ASIVEOU I WA NIZAY UWNT d9 10 WY ﬂ%vlﬁ

' A A o & A ~ A = Yo
a3 U1 e AU UUH #I NITAY 531‘! ¥ Ii\‘ltiﬂu A DU Uas N.A. LTIU E@’lu:]f]ﬂ']j
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In this cluster, %2 /hua4/ usually co-occurs with some printed matters like
nseA1y /kraldaatl/ "paper", and some printed materials like #19d® /nan4sum

4/ "book". The sense "heading" then is the suitable sense in these contexts.

Cluster 8:

AN, 1NY N0 ALY W1 AU e 7 42 Ta Ay n3eansn ez

k4 1
~

©FU NIMUA AW 912 A W W o i mlideniui vy 1¥e 1
I Y { ] a
adu 3 weswil 1 1w Mg wia 3 1aas Iy Teen las 0 N 1§ &a

v
wilsdolu uud §3ne uaz wsbgna wia w2 T fane @eadu 1 du

In this cluster, #2 /hua4/ usually co-occurs with w1 /paat2/ "to headline".

Thus, we substituted the sense of #7 /hua4/ in these contexts as "headline".

Cluster 9:

’S\i 556 UNAMYN  uaz 99 gNAIDE19 WA HI VB UNAIW NeINY Iny ve9

9 a 1 A a [ LY A A v 9 9
LU !,“JJ@] 21U Iﬂﬁ] 9 Aan 83 HI LI Glﬂ”] N ABDNINIT NN HUINWN AU

+ Y
o_o

a 1 < o 9 Y Y 1
U MUY UNUIT NH el N T‘]Ji‘c’l # T‘]Ji‘c’l Ny 9IABN NU UINUIEY N

¥ A A 4 o oy o 4 a 2 v
T U 1999 AN 93 KBI DU U AN N NAUYU El,u Glfl] U rdﬂu rany

In this cluster, #2 /hua4/ usually co-occurs with 92 /cuual/ "to introduce"
Ii/se /plooy/ "to introduce” (599 /ruman2/ "subject". When substituting the
sense occurred in these contexts with the sense "topics", we got the suitable sense for

these contexts.

Cluster 10:

9 =\ 4 v A Y] = o d? [ [ esj -~
Uy M3 WNesu HUIde 1 ALINU YU Gh‘ii] FIN qUY U D W s 9
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a a a 9 I £Y; 1 4 Y Y
nwan 9 UAYATT a1 LU 9 L“]JL! HI UDBND  UA L‘ﬁ’ﬂ LU Sl,‘L! ﬂﬁglfﬂﬁ"l‘ﬂﬂ 1Lan
a 9 Il @ LY 9 1 < P4 a
UAYAT uaﬂwu Uy 83 I3 Uan aﬂﬂﬂ]ﬂ 'BEJNhlﬁ N HIY DA Glu ‘].Ii%l‘ﬂﬁhl‘ﬂﬂ

il A8 L HUAN HUA BAO a1 1 Wu 1 misde ua o1 1 nsz'ls N

In this cluster, #7 /hua4/ usually co-occurs with printed materials like #153@
/nandsuwd/ "book",inea15 /nitdtalyalsaand/ "magazine",NiadomuN /nay

4suudpim/ "newspaper". Thus, we analyze this sense as "titles or names".

The followings are examples of iy /kep1/ that do not have the same meanings

as listed in the dictionary. They can be grouped into three clusters as follows.

Cluster 1:

A

Q‘ 1 9 I3 (Y] 1 a d‘ d‘
ola vee nzue 1y auwes AoUd 1KY @) Lag ¥IuHY 910 Al DU Woela f

v Yy o Y A =~ < a Y=
hbJ nan vnmmmn% al‘l/! 1IN A ANEY DU DA AN AR LA AN AN

U

DK

9
2 9 Y A o

k4
o ¥ v v o
UYWAY AU WIND U D3 Y AU Vl’J ﬁﬂs] 419 v ud? vow uan AnAAs AU

@

, . . .
1z b nd1 wa nd1 waas oon w0 fw $1 1 T v ez aflu au @ $nouas

o 14 Y 1 3 o I3 o = 1A A a
Y BIVY vlﬂ a190n th Hal  Ue U1 N el Iy A Nl lliJ Wawe 150 Anne

= a <1 A = 9 l
AUANgLia U ‘ﬂiy?ﬂ @y e AN INY NA WD U NI SL‘IN'IL! AN (9

=1 A A I ya 1 1 Y 2 091’
uy @Zuli Ta@Twu nIVYIN I DY N AU 1ﬂﬁ°lfﬂ HANY 8ol 9 AdUU

In this cluster, iy /kepl/ usually co-occurs with verb such as n@a /kotl/ "to
suppress”, 1 /pam/ "to hide", and #19 /tuua/ "person, individual". When
substituting the sense in these contexts with the sense "to hide", we got the suitable

sense of (AV /kepl/ for these contexts.

Cluster 2:

' 9 a a Vo 3 o
@1 ven 11 A ww o i T 959 [u i 0 ez dlu s ves dszme
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@ < Yy Ao 9 ' I = A g‘ dy a =
AT AN A1 NUN DUE. W’J‘(’JIIW gn iy an 1 vuen ‘]JN“LHL“]JifJ'J qa wan o
Y qu ] <] I @ A Y @
a1 M3 49U Gl’l’fillu Hag U @n U DY UNNITIUBDN igﬂﬂ‘]_ligl,‘ﬂﬁ Ias uUn
a d? Y A I3 1 [ A a 09)1
INATYU WIS AN ABINITT N 9 Y FUUT NN NITINDY 9339 M31E YNAN JU

1 9 3 < a 4 9 Y] @
s ae votlu Wl sy FHe F9 0 meru vdd vate 39ua

E4 Y
[ %

o o Aa s A ' ~ ] y = ~ '] A ~ )
BN} ANTITUNT IWOBU FIU NU N DN &3 DY /1IN U N ?;] FION WUU NI Ulaa’]

U

dy =S o 9 d? 1 I3 1 [l o Y 1 (=} L=
N3 O 1Y M llf?‘l g1n YU Ua N9 Ny QUUI M llﬂ 418 NN l’IJJL“I/‘IEJQLL{?I il

In this cluster, iy /kepl/ usually co-occurs with gn /thuukl/ "-ed (passive
voice)", @9 /sanl/ "to order", Auvy /Khuu2kheenl/ "competitors", and 1n
m3diey  /mak3kaanmuwarn/ "politician". When substituting the sense in these

contexts with "to kill", we got the suitable sense for these contexts.

Cluster 3:

4
Y Y o ~

= A a = Y v £
ﬂﬂ N gay 19.2 N uae U N9 Vla Y MU a3 U IU Al 3191 1{11& YU llﬂ

L)

~

Y H
du an fga Tag 3§ ms Td By dwa Su A 13 Sumew 25 9 ms
1 [ 9 1 I~ 1 v = qg/} 1]
1N 1 WuA v waz 10 la iy edn wiln Bnase Tugae i 12 -
1 1 a [ 9 & 9 1 dy (%} 1 ] A ]
319 Ty eng 9 v qu Ty nqu U Au 8819 MUY 1oy naea 9
1 g a o s o Y o Y = Y o 1 ' 1
ua luvazl u5En 0 9 18 by du 2 vz e Ty ngqu o uglu og  ua

Tagmmiy NeaNu AN Neee Hu Hu lu 52AU 511 fIna1 5D

@ a o a Y J < Y 3 o o ] A
UNAINU BLUTNU AU U Ulﬁ ny vu Ulal‘ﬂﬂ Lﬂ\iﬂ'l]li VIUTY V1T D17 DU

In this cluster, iy /kepl/ wusually co-occurs with la /lai2/ and ﬁ/u
/hun2/ "stock". The sense "to buy" is the suitable sense of 1Ay /kepl/ in these

contexts.

Finally, we got ten additional senses of #7 /hua4/ and three additional senses of

1Ay /kep1/ as shown in Table 7 and table 8 respectively.
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state

SENSE DEFINITION EXAMPLE
K
Entity Metonyms use of "head" to refer | ...UmstauaRuaeidodlusimniaz 300-
to an individual; extended S00Um...
. ... UDNINIZNUNUMIUINDIBNURIAY
metaphorically to refer to an N
o 50 D Gadnaudes. .
organization; and used also as a - » 4o . .
_nalunsail ApnsNgy 50 §3 50
classifier. o se de sq 12
fufles usENYWsEn lugManua. ..
. o 9 % a wa 1 @
Hair Hair on the head of a human or an | ...!589zAea Inu UiiasssUegluia
4
animal; hairstyle. Yo
< @ ] % us: = @
...muﬂﬂnUWHNﬂamﬁmeﬁuq UM
antinaulTugaasu. .
1w a Jd v
_uanduwenli aeu A Tils Tupes
A g £ y a y
yoreslantuthe darusey wnFauil...
a < '~ o v A
. AUduaes wesiau LA
0% = 0 < A [
HANADIWIV UG UHNDUANAUANA ...
. . = < < 1] v 9 =
Brain Brain. It also refers to the seat of L AVUATIAYDALLASINIIUIAWIVNLIAYD. ...
a v A 1 U =) L%
consciousness, thought, memory | -+ AMENIINMITUTHNADTINHI H3OUY
. ANOIVOIVITEN...
and emotion. o
3 A A a w11 < 9
o . Mludenulsanuaanniigsnveln
Also, refers to a very intelligent Do -
FIINUDNIDYIN. ..
or intellectual person as the chief o I “ Ao a
...”lmamﬂmwnmawmwmumrﬂu"la
1 i a A IS @
planner of an organization or @ Shadunnsangy...
enterprise.
. . o A o Y L4 J J =
Emotion Emotional and psychological s ldrue s ualngana e

¥4

INVY WUOEINIZTAL InUAT WINTUN...
g Y] 4 = 1

_Fauthuaiuillmivedu idguileeiin
vades ez lutivunilasulsemu. .

A A o 1 1 U =) 1
. nuieilmanasd naedawaden
51105 Temanazrnuinsousaslil. .

~ [~ [} 3 Y=

. Jwaden ludlueuniu ermsfadeds

a d? 19 o [ 2 A n 9
HAvY Auas. iy edavan@ed luld. .

Table 7: Definitions and derived senses of #7 /hua4/, which are not listed in the dictionary,and

examples of these senses found in training corpus.
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SENSE

DEFINITION

EXAMPLE

Machine part

Vital part of machine. For
example, part which pulls the rest
of an engine or a machine, part

which cuts or emanates sound or

S K
eudniilszneudie anendedlva 1
#la waz3 Tun 1a5udes. ..

a A 1] a ' A
_wgeginuie ldmsusmsvudinaso

%

a 4 v = [
FINIHIAN wazuesn 1n 3INDINMITIN

NUAVUTEN. .
energy.
.. . 1 v ad Y o v A
Chief Top position of 1eadersh1p’ . HININNQNYIATN L7 GluﬁwﬂUﬁ'JiJ
importance and honor, an INEANALDNIIAULAYY. ..
Y ¥ Ao ' A o
D . . U0UMINNAT NIRRT lan T
individual holding these
N MInaN AloInNoLAY. .
postitions. .
Y Y o A Y 3 A Y]
.. 019% IIALNNTIUBDIADUAAN 1)
A o a A 9o o <
o NNV LAZIIBRUIAUNITANIE. ..
] v
. wdd 9 £ T
Heading Information shown at the top of a . wsziFedlaisamauliingrsiey
[ v
A o o 9 o n vy a o
page; title, heading; letterhead. Tlﬁ'liJ’V]ﬂ?ﬂiJuuQﬂ?ﬂuhlﬂblﬂﬂ1ﬂﬂﬂﬂu...
o A I Y] o U
ez dud 1 wa. uiinszamnnia th
9 = A o A a 9
VIUAA WAVYNUUIFDLTIUIDYLLAZAIUIN
Tasrana...
Headline Headlines in newspapers ...uﬁW.l!ﬂUﬂﬂﬂUUW?ﬂuw'm'ﬂ?ﬁ’]j@]ﬂu
n3eansransz i,
v A A 4 @ a an v %
. viladenunseiuvesdaa ldmaia
@ T a9 o Y
Wﬂ’ﬁillu’ﬂl,ﬂﬂallﬂﬂ\i‘ll?lLiJGl,u’NﬂﬁWiZ...
. . o 1 ] v A A o W
Topics Information represented in ..o wu Tawan lumis@onuiiI

headlines, titles, and headings.

VY g a 1
M YININTIVeIMIarlarnw. ..

o < a A Y
...lﬂﬂﬂﬁ‘u‘imuﬁgﬂuﬂ’ﬂﬂﬂﬂﬁﬂﬁ1JEJ’U hig}

o A I ' 2
misoudlumu Insuausseneily. ..

Titles or names

Titles or names of newspapers,
book and magazine. Also used as

a classifier.

. Aoseonmindoneozs WarwH na
' 1A do {o o

TR RTe T DAL I

a a Y | LY vA g
. Hagayasn udvziiluiivenuaiion
inlulszmaineudrquaiion. ..

Y ' 1 d"d o v A

= dunuang i vaigfiny ledniide
U 879819 www.thairath.co.th. .

<3 I % v A
anuihannaateuuilusiiviede
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@

) & ¢ o o
A9 ANA1 HUIFONITAUAIHIY...

Table 7: Definitions and derived senses of #72 /hua4/, which are not listed in the dictionary,and

examples of these senses found in training corpus.

SENSE DEFINITION EXAMPLE
To hide To keep out of sight; to keep - indrhanudhladeansdnm iy
a ¥ =
hidden from others; to hide. nA ANUAARTIZED. ..

9
. DNFNBFITUABNAIG VIIATIAUNIN
Ay oo =y
Hideuiudau Aanadalu. .
v Y F4 I o Y

. lindma ndweaasoeninamui 13y

< {o o
Tove uauninuazniaaaaen...
_dlszralae lausivldbuanuidn
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Table 8: Definitions and derived senses of (A1 /kep1/, which are not listed in the dictionary,and

examples of these senses found in training corpus.






Figure 3: Semantic network representing all senses of #i7 /huad/ and other related concepts
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Figure 3 is a semantic network representing all senses of #2 /hua4/ and other
related concepts. The network shows the polysemic development of senses of #2
/huad/ which starts from "head", and extends to "bulb", to "top" and "front", to "early
hours" and further to other senses.

In the network, a node represents a concept, the darker nodes with oval shape
represent senses of %7 /hua4/ from the Thai dictionary of "The Royal Institute". The
darker nodes with the rectangular shape represent senses of #72 /hua4/ that are not
described in the dictionary. These nodes are connected by different kinds of arrow that
represent the relationships among these concepts. There are three semantic relations in
this network. The first is, IS-A relationship, which indicates that a concept is a kind or
type of another concept. The second is, PART-OF relationship, which indicates that a
concept is a part of another concept. The third is SOURCE-OF relationship, which
indicates that a concept is a source of another concept. The interpretation of this
network is, for example, PERSON is a kind of ANIMATE, which has HEAD as its
part. BRAIN is a part of HEAD, which is a source of INTELLIGENCE, TALENT,

VEIWPOINT and EMOTION.

3.3 Processes in WSD Using Decision List Algorithm

This study applied the decision list algorithm proposed by Yarowsky (1994)
with some adaptations to suit our tasks. In this study, WSD using decision list
algorithm consists of four processes as follows. (1) Data preparation process, which
consists of data collection, word segmentation, word sense analysis, and word sense
tagging. (2) The training process, in which decision lists for different spans of
collocation are created. (3) The testing process, in which each span of collocation is
tested by comparing whether word forms in the test data match with word forms in the

decision list. The algorithm will choose the sense that co-occurs with the matched
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Figure 4: Processes in WSD using decision list algorithm.
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word form that has the maximum collocational weight. (4) The evaluation process, in
which precision rates of the performance in all tests are evaluated against the lower
bound and upper bound performances. These four processes in this study are presented

by the flow chart in figure 4 and are explained in details as follows.

3.3.1 Data preparation process

In a corpus based WSD, a large number of sense-tagged data is required for
training the algorithm so that the algorithm can have sufficient knowledge for the
disambiguation. In this study, the preparation of the data consists of four tasks as

shown in figure 5 and explained in details as follows.
3.3.1.1 Data collection

In section 3.1, we have already explained the details about the source (section
3.1.1), the scope (section 3.1.2) and the size of the data (section 3.1.3). In this section
we explains the method of collecting the data.

Data containing the ambiguous words #7 /hua4/ and 1Ay /kepl/ are collected
using a concordance program3, which randomly retrieves concordance lines containing

the ambiguous words %72 /hua4/ and iy /kep1/ at the center of the lines. For example,

o A o A o 9 do o« : S v

enysnsoauav ethdeyandanulihlszuananeusenilusisaudeya
4 k4

ungiiselades Tasazifuarldselunmsliasiesnenssaz 30 vrmnmiv

% I Y Aa < 1 A A Y Y
Mﬂ%%tﬂum@uﬁﬁ‘ﬂmﬂﬁmﬂiﬂ‘u3’Jiﬂﬂﬂﬁu’)t’lﬂuﬁ‘ﬁﬂ”ﬁﬂLﬂ‘c’J’J“UENf‘I‘]JﬂWﬁ

Qe

1w 1 T8 a Y Y A = o Y a
ADIUNMIUU u,az%z”lmnm’fummﬂﬂumm&aﬂ w1 lmidesaman

o ] ' ] < 9 5 ~ =
PONIMNANT U W’lﬂ')’lvlllﬁ'lll'liﬂlﬂﬂ REYIGRY TﬂﬂﬂJﬂWﬁlﬂaﬂu LLTJEI\?TI?J

‘A program that searches for a specified word and usually shows the results in the form

of key-word-in-context (KWIC).
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Since not all the concorded data are fit with our scope of the data, these
concorded data must be manually chosen according to our scope (which are discussed
in section 3.1.2). Only the data that are in accordance with our scope will be chosen

and used for the training and the testing processes.

3.3.1.2 Word segmentation

Since there is no word boundary in Thai written text, the concorded data must
be word-segmented in order to be used in statistical processing of the algorithm such
as counting, computing the collocational weight. In this study, the segmentation

involves 2 steps as follows.

Step 1: Perform word segmentation automatically by a Thai word

segmentation program.

Step 2: At the lexical level, manually correct any mistakes based on the

context.

For example,

ae ischanged to @V

wao u is changed to  #aow
01113 is changed to @115
1o Ae is changed to lowde

From the examples above, which are the results from running the word
segmentation program, @@ J is changed to @84, even though @@ /s004/ could be a

word, but from the context, @8y /s00n4/ is the correct word for segmentation. The
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] ~ U ~ .
results, Wae u, 81117, lo A8, are changed to Waeu, 81017, ?f)!ﬂ&l, respectively for the

same reasomn.

1. or sense anal sis

In section 3.2, we have already explained the details about word sense analysis,
which involves the analysis of word senses based on the definitions in the Thai
dictionary of "The Royal Institute" (section 3.2.1) and the information from the
training corpus (section 3.2.2). The results of the analysis are twenty senses of

#1/huad/ and nine senses of (A1 /kep1/, which are used for sense tagging.

3.3.1.4 Word sense tagging

In order to be convenient for manually tagging and statistical processing, the
senses of #7 /huad/ and 1Ay /kepl/ are tagged in the form of "<number>". The sense of
each number is shown in table 9 for #7 /hua4/ and table 10 for (A Y /kepl/. The sense-
tagged training corpus of #7 /huad/ and iy /kepl/ are in appendix B. The sense-

tagged testing corpus of %72 /hua4/ and iy /kep1/ are in appendix C.

We would like to note here that, these numbers do not indicate any hierarchical
relationship between senses. However, they have some relationship to each other as
some senses are extended from the others due to the polysemous development process
(See section 3.2.2 in details). These senses also have some relationship to the other
concepts too. These relationships are shown as a semantic network in figure 3, section

3.2.2.



Tag sets Senses
<1> Head
<> Entity
<3> Chief
<4> Hair
<5> Brain
<6> Intelligence
<7> Talent
<q> Viewpoint
<9> Emotion
<10> Top
<11> Heading
<12> Headlines
<13> Front
<14> Machine part
<15> Early hours
<16> Bulb
<17> Head of coin
<18> Concentrate
<19> Topics
<20> Titles or names

Table 9: Tag sets representing senses of 47 /hua4/.
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Tag sets Senses
<1> To take
<> To pick up
<3> To arrange
<4> To keep
<5> To hide
<6> To gather
<7> To charge
<8> To kill
<9> To buy

Table 10: Tag sets representing senses of iy /kepl/.

The next three sections involved the decision list algorithm, which consists of
the training (section 3.3.2), the testing (section 3.3.3), and the evaluation processes
(section 3.3.4). Figure 6 illustrates an overview of these processes. The details of

each process are as follows.
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Figure 6: Training, testing and evaluation processes.



3.3.2 Training process

Comment: Training process (section 3.3.2)

1 for all spans of word do

2 for all line containing an ambiguous word do

3 for all word forms (W,) in a span do #select word forms co-occur with

ambiguous word in a running span.

4 C(S,,W,) #count the frequency of occurrences of senses with word forms.
5 c(w) #count the frequency of occurrences of word forms.

6 end

7 end

8 end

Comment: Computing collocational weight
9 ifC(W)>=3do # if word forms occurs more than or equal 3 times do...

10 P(S,| W) =C(S,W,)/ C(W) #compute the probability of co-occurrences, and

after that...
11 ifP<1 # if the probability is less than 1 do...
P(S,| W,)

12 Weight(S,,W,) = Log (———— ) #compute the weight of co-occurrences.

> P(S,| W)

iZi
13 else Weight =9 # if P equal 1, assign value 9 to the weight
14  end # continue ...

Table 11: Decision list algorithm.
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Comment: Testing Process: Disambiguation (section 3.3.3)

15
16
17

18

19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37

38

#continue...
for all spans do
for all lines containing an ambiguous word do
for all words (in a testing corpus) (w,) in a span do
if w,= W,_ # check whether word forms in the test data matches with word
form in a decision list, if matches, do...
if there is only one maxweight
if weight(S,| W,) = maxweight
choose S. that has maxweight
return ambiguous word with S,
end
if there are more than one maxweight
if word forms are in the different positions
choose S, that pointed by the nearest word form
return ambiguous word with S,
end
if word forms are in the same position
choose S. that has the highest frequency among these senses
return ambiguous word with S,
end
end
ifw ne W,
choose sense that have the highest frequency in the corpus
return ambiguous word with S
end

end

Table 11: Decision list algorithm.
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This process creates decision lists for disambiguation. T he "decision list
algorithm" (Yarowsky, 1994) is adapted to suit this study. The algorithm is shown in

table 11, and explained in details as follows.

Since this study wants to find the optimal span for locating sense indicators of
WSD, the algorithm will be trained at different spans to create various decision lists
for the disambiguation. Since sense indicators are hypothesized to be in the span of
five words and they can be found either on the left or on the right side of the
ambiguous word, the total settings for testing in this study will be twenty, as illustrated
in Figure 7, where X is an ambiguous word, a, to a, are context words on the right

side, and b, to b, are context words on the left side.

WRL, WLR
< >
< >
< >
“—
+“—>
b, b, b b, b, X a, a, a; a, a;
—>
—>
- > WR
>
>
4_
WL +—
4—
<
<

Figure 7: Twenty spans for training and testing.
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Word-to-right (WR) consists of 5 spans as follows.
One-word-to-right IWR) —» X a,

Two-words-to-right 2WR) — X a
Three-words-to-right GWR) —» X a

Four-words-to-right (4WR) —>» X a, a, a, a,

Five-words-to-right SWR) —» X a, a, a, a, a,
Word-to-left (WL) consists of 5 spans as follows.
One-word-to-left (1IWR) —» X b,
Two-words-to-left 2WR) —» X b, b,
Three-words-to-left GWR) —» X b, b, b,
Four-words-to-left 4WR) —% X b, b, b, b,
Five-words-to-left (5SWR) —» X b, b, b, b, b,

Word-to-right-and-left giving priority to word-to-right (WRL) consist of 5 spans
as follows
One-word-to-right-and-left (IWRL) —p X a, b,

Two-words-to-right-and-left 2WRL) —®» X a, b, a, b

2

Three-words-to-right-and-left GWRL) —» X a, b, a, b, a, b

2 7273 73
Four-words-to-right-and-left (4WRL) — X a, b, a, b, a, b, a, b,

Five-words-to-right-and-left SWRL) —» X a, b, a, b, a, b, a, b, a; b

Word-to-left-and-right giving priority to word-to-left (WLR) consist of 5 spans as
follows

One-word-to-left-and-right 1WLR) —p X b, a,

Two-words-to-left-and-right 2WLR) —» X b, a, b, a,
Three-words-to-left-and-right SWLR) —» X b, a, b, a, b, a,

Four-words-to-left-and-right (4WLR) — X b, a, b, a,b, a, b, a,
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Five-words-to-left-and-right SWLR) —» X b, a, b, a, b, a, b, a, b, a,

For each span (line 1, table 11), then, for each line containing an

ambiguous word (line 2, table 11),

Step 1: count the frequencies of the co-occurrences of the senses of #7 /hua4/
and (AU /kepl/ and the word forms (C(S,, W,) within the span, and the frequencies of

occurrences of the word forms (C(W,)). The following is the explanation of this step.

Suppose that, we have the following data in our training corpus.

[ 1< [ 1 @ o ] @
() anwaz Hu Tase wan Tu5e e sedy Wa<i> au 8 vo9 14 1deu wilido  dou
—

.. A dg} A o 9 9 dy
(11) INUUU IUDN1N HMOU 98 N MI<I6> B INTI1E MDY Y1 9I1UT ll‘]J QY AN 1ol
—

ey A 3| o o < @ 9 @ H A
(i) 7 oonuu il @1 §a nay  Wa<13> Wuda W1 ya 1o nsnih o
>

(iv) vy 9 A Bu 30 wih 9w Awe #a<Is> M A au i 9 Au el
—

When training the program at the span of 2WR, in line (i) (which assumed to be
the first line of the data), the program will consider only A /khon/ and & /mii/, then
count the frequency of #2<1> co-occurred with i /mii/, the frequency of #3<I> co-
occurred with Al /khon/, and count the frequency of A /khon/ and the frequency of ¥

/mii/. Below are the information after the training algorithm processes the data.
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S, W, No. of occurrence W, No. of occurrence
(C(S, W) (C(W))
Wa<i> Au 1 AU 1
Wa<i> i 1 i 1
Wa<i6> 1 1 ) 1
HI<16> INT1 1 W51 1
o < o < o
HI<I3> 1A 1 [INUA 1
Wa<i13> 11 1 11 1
Ha<i15> 1 f 1
o < <
HI<I5>n 1 n 1

If the data size is increased so that the program further finds Aw /khon/ co-
occurred with #7<1> within the span, it will add one to the frequency of the co-
occurrence of “#a</> Au”, henceforth C(32<7>, AU), so the frequency of C(¥#1</>,
A1) will equal to two. The program will also add one to the frequency of occurrence of

A, so the frequency will equal to two.

Step 2: compute the probability of P(sense, | word form,), which is the
probability of the ambiguous word being marked with sense, when the word form, is
found in the span, and the probability of P(sensej | word form,), which is the
probability of the ambiguous word being senses other than sense , when the word
form, is found in the span. The ratios of these two proabilities are used for computing
the weight or strength of co-occurrence between sense, and word form,. The formula

for computing collocational weight is shown below:
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P(sense, | word form,) = C(sense,, word form,)

C(word form, )

Total occurrence of word form, with sense.

Total occurrence of word form,

(line 10, table 11)

P(sense, | word form, )

Weight(sense,word form,) =Log ( )
ZP(sensej | word form, )
i£i
P(S.|W,)
= Log ( )
1- P(S,| W)

(line 12, table 11)

The formula is provided by Agirre, and Martinez (2000), which is adapted from
that of Yarowsky (1994) * to suit WSD task, in which a word can have more than two

ambiguities (senses).

* See the formula proposed by Yarowsky in section 2.5.2.4, which is used for lexical
ambiguity resolution such as homograph disambiguation, in which there are only two ambiguities

of a target ambiguous word.
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Since the collocational weight is the logarithm of the ratio between the
probability of the co-occurrence of word form, and sense, and the probability of the
co-occurrence of word form, and other senses (excluding sense), if the weight is
higher than 0, word form, will has higher probability to co-occur with sense ; than other

senses. Thus, word form, is a better indicator of sense; than other senses.

In this study, the collocational weights are computed under the following

conditions.

(1) The program will compute the probability only if C(W,) is greater than or
equal to 3 (line 9, table 11). This is to lessen the effect caused by the small size of

training data because using small frequency might result in an unjustified decision.

The following example shows that an incorrect decision is the result of the
computation when C(W,) is less than 3. In (i), when training at span two-word-to-
right-and-left (2WRL), e /thii2din/ co-occurs with (f1<4> 2 times and Aau
/thii2din/ occurs only 2 times in a training corpus, if the program computes its
collocational weight, P(AU<4> | 177'51;) will be equal to 1 and P(1Au-other senses | ﬁ'ﬁu)
will be equal to 0. This makes the co-occurrence of iFu<4> and fimy /thii2din/ highly

significant. Thus, when disambiguates the following sentence,

= < a A Q' [

. o {a ) 1 { o 9y
(i) vo9 RTINS M3 39 31 NAY 1o 1HD Su A qu a9 d1rg nou 71 53 92 1l asnu

U Q g

the program will choose sense <4>. But this is not the correct sense. The program is
expected to choose the sense <7>. This sense (<7>) co-occurs with (% /nen/ with
the highest weight of 0.4214 (excluding the collocational weight of ifu<4> and 777'51;).
Since in the corpus, 41 /nen/ occurs 132 times, and occurs with 1HU<T> 95 times,
the co-occurrence of (AU<7> and (U / poen/ should be more significant than the co-

occurrence of (i1/<4> and 1A% /thii2din/.
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(2) The program will compute the collocational weight only if the probability
(P) is less than one (line 11, table 11). This is because, when P is equal to 1, the weight
will equal log (1/1-1) which is infinity, and the program will stop working. So, if P is
equal to 1, the program will assign the highest value to the weight. In this study, the
assigned value is 9 because the highest weight computed from this study is less than 3

(line 13, table 11).

Step 3: Continue training until the last line of the training data, and then,

continue training at other spans till all spans are trained.

After the training process, there are twenty decision lists for twenty different
spans of word. Each list consists of collocational patterns (senses co-occur with word
forms) and their weights. At the time of disambiguation, for each line containing the
ambiguous word #7 /haud/ or iy /kep1/, the program will compare word forms within
the span with the word forms in the decision list, and choose the sense co-occurred

with the word form that has the highest weight.

3.3.3 Testing process

The testing process applies the decision lists created from the training process
to the testing corpus. Since there are twenty decision lists for twenty different
strategies (spans) for disambiguation, the testing process is run twenty times for every

decision list. The process has two steps as follows:

For each span, and then for each line containing an ambiguous word,

Step 1: Check whether the collocational word forms (w,) of the ambiguous

words in the testing corpus are the same as in the decision lists (W ,) (line 18, table 11).



98

(1) If they are the same, then makes the decision according to the following
cases.

Case 1: In case that there is only one sense that has maximum weight,
the program chooses this sense (lines 19, 20 and 21, table 11). This is the ordinary case
performed by the program based on the statistical view that, collocational patterns that
receive higher weight are more statistically significant than those with lower weight .
Therefore, they should be better sense indicators. The example below shows the use of

decision list for disambiguating.

Example 1: Disambiguating at 2WR

4
anan

A a A a d o 4 Y 99 VoA A
LUDU Qm\la Uag oY d3ne 32 U N13 DU NN U1 lﬁ]'lll'J G1,6]5 U1 NN ﬂ N AT N

Weight Collocational pattern Sense
9 ifiu nade sl <1>
<3 o
9 Ny nNn ( matched) <4>
9 fy Fin <1>
I =
2.1106 Y MY <7>
I Y
1.4914 Y AN <6>
P
0.9700 NY U (matched) <4>
-1.0263 IR (matched) <7>
-1.4914 i (matched) <1>

Table 12: Decision list’ for (A1 /kepl/ at 2ZWR.

> This decision list and other lists shown in this section are the abbriviated decision lists

and sorted by weight from the highest to the lowest weight.
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In example 1, the program is tested at the span 2WR, it will select word forms
within this span, which are An /kakl/ "to detain" and L‘iy? /naam3/ "water". Then, the
program checks these word forms whether they match word forms in the decision list
of this span, if match, the program will extract these word forms and their
collocational senses (which can be more than one sense) and their weights. In this

example, the program extracts 4 collocational patterns as follows.

Collocational pattern Weight
fin 1fu<d> 9

¥ f<as 0.9700

¥ f<r> -1.0263
SERGITSE -1.9638

Then, the program compares among these patterns to see whether which one
has the highest weight. In this example, sense <4> indicated by An /kakl/ has the

highest weight, so the program chooses sense <4> for iy /kep1/ in this context.

Case 2: In case that there are many maximum weights, and the positions of
word forms are different, the program will choose sense indicated by the nearest word
form to the ambiguous word (line 24, 25 and 26, table 11). If both left and right words
are considered, the nearest word is determined from the priority setting in the span. For
example, in the span 2WRL, b, b, X a, a,, the order of words sorted by the nearness

is a, b, a, b,. This decision can be explained as follows.

Example 2: Disambiguating at 2WR

= ~ [ ) < 1 9 4 a dgl A 4 4
NN LAY N th UATIY 910 M5 DY M 1% sonids 92 ATy e wewduds
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Weight Collocational pattern Sense
9 iy ndae'ld <1>
9 TR <1>
9 iy An <4>
9 iy Fin <1>
9 Lﬁ‘]J 14 (matched) <7>
<3 1
9 1NY M (matched) <7>

Table 13: Decision list for (AU /kepl/ at 2WR.

In example 2, the program is tested at the span 2WR, it will select word forms
that are within this span, which are a7 /khaa2/ "cost" and 14 /chai3/ "use". Then,
the program checks these word forms whether they match word forms in the decision
list of this span, if match, the program will extract these word forms and their
collocational senses and their weights. In this example, the program extracts 2

collocational patterns as follows.

Collocational pattern weight
A 1u<7> 9
19 1R n<4> 9

Then, the program compares among these patterns to see whether which one
has the highest weight. In this example, both patterns have the same weight.
According to this case, the program will choose sense <7>, indicated by the nearest

word form (71 /khaa2/) to the ambiguous word 1By /kepl/.



Example 3: Disambiguating at ] WLR

Y [
A A a

@une il g wWud ifaig ma

a

Y & ZI o Aa o Jd o w 1 Y
1 Iud 99 nw i ves U3Ew Ineeesd d1da 1 1a

Weight Collocational pattern Sense

A

9 B0 1NY <4>

9 819 191 <4>
< J o

9 1NY WU (matched) <4>
< S o A

9 1Y YINUMasaY <4>
< o

9 Y ANAY <4>

9 i 1Hu <4>

9 Ay 1laen <4>
o <3

9 AN (matched) <4>

Table 14: Decision list for (AU /kepl/ at IWRL.
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In example 3, the program is tested at the span 1WLR, it will select word forms

within this span, which are 04 /thay)/ "tank" and 1131 /naam3man/ "oil". Then, the

program checks these word forms whether they match word forms in the decision list

of this span, if match, the program will extract these word forms and their

collocational senses and their weights. In this example, the program extracts

collocational patterns as follows.

Collocational pattern weight

g’ % <
UIIU INU<4>

v 3
N INU<4>

2
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Then, the program compares among these patterns to see which one has the
highest weight. In this example, both patterns have the same weight. According to the
span 1WLR, the program will choose sense <4> indicated by v /than4/ "tank",
which is in the nearest position to the ambiguous word it /kepl/.

Thus, the difference between right priority, and left priority is that, if it is the
right priority, program will choose word form at the right first, if it is left priority, the

program will choose word form at the left first.
Case 3: In case that the weights are equal and the word form indicate more
than one senses, the program will choose the sense that has the highest frequency of

occurrence. (line 24, 29 and 30, table 11) This decision can be explained as follows.

Example 4: Disambiguating at Il WR

' Y 9 o Aa < 4 ] ' o
N Gh’i BAYU VT AUUUNIT Lae DY WﬁﬂiZTﬂ"lﬁ‘l UUHUBDU N ‘]Jiﬁ‘lﬂﬂfu Iﬂﬂ‘ﬂ’)

Weight Collocational pattern Sense
< csy
0.1250 Ny Uy <7>
I3 v A
0.0792 Y NUNED <4>
0 iy marlselew]  (matched) <7>
0 Ay o <4>
0 Ay marlselew!  (matched) <1>

Table 15: Decision list for (AU /kepl/ at IWR.

In example 4, the program is tested at the span 1WR, it will select word forms

within this span, which in this example, is wa1/se Townd /phondpralyootl/ "benefits".
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Then, the program checks this word form and extracts 2 collocational patterns as

follows.
collocational pattern weight
walse Teanl fu<7> 0
walsz Toanl fu<i> 0

Then, the program compares among these patterns. In this example , both
patterns have the same weight. According to this case, the program will choose <7>

because this sense is found more than sense <1> in the training corpus.

?2) If collocational words of the ambiguous words are not found in the
decision lists, the program will simply choose the sense that has the highest frequency
in the training corpus, which is "top part of human or front part of other animals" for
%17 /huad/, and "to maintain, store and keep" for i1 /kepl/ (line 34 and 35, table 11),

in this study.

As stated earlier that case 1 is the ordinary case that the program expects to
find. The reason that there are cases 2, 3 (there are more than one sense with the
maximum weights) and (2) (collocational word is not found in the decision list) is
because of the size of the training data, which may not be large enough to enable a
word form to be a clear distinctive sense indicator. So, there are many word forms that
indicate many senses, and there are also many senses indicated by the same word form.

However, this problem can be solved by increasing the size of the training data ¢

¢ Chapter 5, section 5.1.1 discusses about the effect of the size of the training data, by
testing the disambiguation at different training data size, and found that the higher the size of the

data, the better the algorithm's performance.
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Thus, in this study, case 2, case 3, and (2), are the problems with their
reasonable resolutions. In case 2, the decision of choosing the sense indicated by the
nearest word form is in accordance to our hypothesis that the word form that is close to
the ambiguous word is the better sense indicator than words that are in a further
distance. In case 3 and (2), the reason that the program chooses the most frequent
sense is in accordance to the human retrieval of sense, which states that human always
thinks or retrieves the sense that is the most dominant or frequent first if given a

neutral context or no context at all (Simpson, 1981).

Step 2: Return the chosen sense to the ambiguous word. Thus, in example 1 the

program returns sense <4> to 1Ay /kepl/ as follow.

A a A Aaaas ~ < [V oy Y 9 oA oA 1
WU Juna las e a430Na 3 U N9 1U<4> NN U1 LE]']hl’J 1615 U1 NI ﬂ Nn WY

U

Step 3: Continue to disambiguate other lines till the last line of the testing data,

and then, continue to disambiguate at other spans till all twenty spans are tested.

3.3.4 Evaluation process

In this study, since it is intended to find the optimal span for locating sense
indicators, the performance of each span ranged from 1 to 5 will be computed for the
precision rate. The precision rate of each span will be compared to get the optimal
span, which will be used to evaluate against the lower bound and upper bound
performances (the evaluation will be discussed in chapter 4). The precision rate is

computed as follows (Agirre and Rigau, 1996).
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Number of times the sense is correctly disambiguated

Precision rate = ( ) *100

Total number of answered senses

In this research, the precision rate will be computed automatically as follows.

The program checks whether each sense selected is the correct sense, if it is
correct, the program will increase the number of the sense correctly disambiguated.
The total number of answered senses will be the same as the number of testing data

which is 400 for 12 /hua4/ and 400 for (AU /kepl/.

There are 3 precision rates for the evaluation.

(1) Precision rate of the algorithm tested at twenty spans, which is

computed as explained above.

(2) Precision rate for lower bound performance, which is the performance of
the simple algorithm using highest frequent sense as a cue for disambiguation. This
means that the algorithm always returns the sense that has the highest frequency in a

testing corpus for disambiguation.

® The precision rate for lower bound performance disambiguating #7 /hua4/ is

24%, which is computed as follows.

Frequency of S_in the testing corpus

Precisionrate =  ( ) *100

Total number of answered senses
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Where, S_is the sense that has the highest frequency in the training corpus.

= (96/400) * 100 =24%

® The precision rate for lower bound performance disambiguating iy /kepl/

is 40%, which is computed as follows.

Precisionrate =  (160/400)*100 = 40%

(3) Precision rate for upper bound performance. In this study, the upper
bound performance is the performance of the researcher's tagging which is assumed to

be 100% correctly.



CHAPTER 1V

RESULTS

This chapter consists of three sections. Section 4.1 and section 4.2 report and
discuss the results of the algorithm's performance on disambiguating %7 /hua4/ and 1Ay
/kepl/ respectively. The results consist of the precision rates of twenty tests of #2
/huad/ and (A /kep1/ and twenty tests of each sense of #7 /hua4/ and 1Ay /kepl/. The
precision rates of all results are compared to get the optimal spans for disambiguating
both words, and the optimal span for disambiguating each sense of them. The results of
the optimal spans of #7 /hua4/ and iy /kepl/ will be discussed based on three
perspectives, namely computational, syntactic and semantic perspectives. Section 4.3
summarizes the results and further discusses why some senses have high precision rate

and some senses have low precision rate. The details of each section are as follows.

4.1 The Results of the Disambiguation of 3 /huad/

Figure 8 shows that the optimal span for the disambiguation of %72 /hua4/ is
IWLR as indicated by the precision rate of 87%, 3.625 times' higher than the lower
bound performance and 0.87 time” lower than the upper bound performance. Since the
precision rates of WLR and WRL are not significantly different, the presentation and
the explanation of the results, from now on, will use WRL only, whether, in fact, it

refers to WRL or WLR. The poorest span for the disambiguation of #7 /hua4/ is SWL

'3.625 times is computed as 87 / 24 (whichis the precision rate of the lower bound
performance).
?0.87 times is computed as 87 / 100 (which is the precision rate of the upper bound

performance).
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as indicated by the precision rate of 57.50%. From the evaluation, we can see that the
algorithm's performance is very good. The strengths of the algorithm that enable it to
achieve high performance as well as the limitations that unable it to perform as good as

human will be discussed in section 5.1.1.

90
80 |
3
=
~ 70 —¥— BL
]
E
= 604 - - - ——wL
)
G so4 - - - - - - - B T e B —&— WR
(]
g ‘ ‘ ‘ ‘
04 L oo b oo - - —&— WLR
E1 S L L o —&— WRL
.3 X X X X
20 number of span
1 2 3 4 5
—¥—sBL 24.00 24.00 24.00 24.00 24.00
——wL 61.00 60.25 60.00 57.75 57.50
—&— wr 73.00 72.00 68.50 67.75 67.25
—— wir 87.00 84.00 79.75 76.50 75.50
—@— wrL 85.50 84.00 80.00 76.00 7425

Figure 8: Precision rate of disambiguation of#7 /hua4/. BL is base line, WR is word-to-right of
an ambiguous word, WL is word-to-left of an ambiguous word, WRL is word-to-right-and-left of
an ambiguous word giving the priority to word-to-right, WLR is word-to-left-and-right of an

ambiguous word giving the priority to word-to-left.

In terms of the number of context words for disambiguation of #72 /hua4/, the
optimal is one, which is in accordance with our hypothesis. The precision rate
decreases respectively as the number of word increases from 1 to 2, 3, 4 and 5 words.
However, the 2W is also good for the disambiguation, the precision rate at 2WRL span
is only 3% lower than that of 1WRL. These results are supported by the results of
disambiguating on each sense of %7 /hua4/, in which, there are 14 senses that have the
optimal span as 1W, while 2 senses have the optimal span as 2W and only one sense

needs 3W span. Thus, 3W span is sufficient for the disambiguation of %7 /hua4/.
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In terms of side, the optimal side for disambiguating is both right and left,
which contradicts to our hypothesis. However, this is not because both right and left
sides play equal role in the disambiguation. But, because WR plays more role and
with some influence from WL, considering WRL yields a better result than
considering WR or WL alone. These results are supported by the results on
disambiguating each sense of #7 /hua4/, in which, there are 12 senses that their sense
indicators are on the right side, 2 senses are on the left side, and 3 senses are on both

right and left sides.

Since different senses require different spans for the disambiguation, the next
section (section 4.1.1) presents and discusses the results of the algorithm's performance
when disambiguating each sense of %72 /huad/. The results will show the optimal span
for disambiguating each sense of %7 /hua4/. The results will be discussed based on
three perspectives, namely computational, syntactic and semantic perspectives.
However, the results of disambiguating three senses namely, "talent", "heading" and
"head of coin" will not be presented because their occurrences in the training data are
too low. Thus, they could not be used as representatives of these senses. The results of
disambiguating those remaining 17 senses will be presented and discussed in

according to the optimal span for the disambiguation as follows.

4.1.1 The results with the optimal span as one

There are fourteen senses presented here that need only one word or
immediately adjacent word for the disambiguation. This is because, from the decision
lists at 1W span, the immediately adjacent words of #7 /hua4/ are mostly content
words including noun, adjective, and verb, which have some semantic relationship
with the word %7 /huad/. This is in accordance with our hypothesis that, in Thai, the

content word is usually immediately adjacent to another content word without any
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function word in between. These content words add some meanings to another content

word it co-occurred with.

Within these fourteen senses, there are nine senses that the sense indicators are

on the right side, two senses that are on the left side, and three senses that are on both

right and left sides. The detail presentations and explanations are as follows.

4.1.1.1 The sense indicator are on the right side

There are nine senses that the sense indicators are on the right side, namely

"chief", "emotion

nn

, "machine part", "early hours", "hair", "intelligence", "top", "bulb"

and "topics". In fact, WL of %72 /hua4/ play no role at all in indicating the sense

“emotion” and plays very little role on disambiguating the other eight senses.

Figure 9 to figure 17 present the results on disambiguating these nine senses of

%1 /hua4/ that the sense indicators are on the right side.

100

90
80
70
60
50

precision rate (%)

20
10

40 4 -
304 - - -

——wL

40.00 0.00 0.00 0.00 0.00

—&— wR

100.00 100.00 100.00 100.00 100.00

—— WLR

100.00 100.00 100.00 100.00 100.00

—&— wRrL

100.00 100.00 100.00 100.00 100.00

Figure 9: Results on disambiguating %7 /huad/ "chief".
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Figure 10: Results on disambiguating #7 /huad/ "emotion".

precision rate (%)

Figure 11: Results on disambiguating #7 /huad4/ "machine part".
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Figure 12: Results on disambiguating %7 /hua4/ "early hours".
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Figure 13: Results on disambiguating %7 /hua4/ "hair".

112

——wL
—&— WR
—&— WLR
—@&— WRL

number ol span

——wL
—&— wWR
—&— WLR
—@— WRL

number of span



100

90
80
70
60
50
40
30
20
10

precision rate (%)

——wL

31.25 31.25 25.00 25.00 18.75

—&— WR

81.25 81.25 81.25 81.25 75.00

—— WLR

87.50 81.25 75.00 75.00 75.00

—&— WRL

87.50 81.25 75.00 75.00 75.00

Figure 14: Results on disambiguating %7 /hua4/ "intelligence".
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Figure 15: Results on disambiguating %7 /huad/ "top".
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Figure 16: Results on disambiguating #7 /hua4/ "bulb".

precision rate (%)

Figure 17: Results on disambiguating #7 /huad/ "topics".
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Finding the sense indicators of %72 /hua4/ at the right side is in accordance with
our hypothesis, as we expect that the modifiers of noun #7 /hua4/ are mostly found at

the right side. This can be explained in details as follows.

® Computational explanation

In term of computational, sense indicators of these nine senses are on the right
side because, from the decision lists of words at the right side, there are many
collocational word forms co-occur with these senses. Their co-occurrences are
significant as they have high collocational weights. This statistical evidence indicates

that the optimal side for the disambiguation of %7 /hua4/ is the right side.

® Svyntactic explanation

The statistical evidence is also in accordance with the explanation of the
syntactic structure of Thai language, which the head and modifier relationship plays
dominant role in the disambiguation. This relationship can be explained as follows.

From the decision lists of words at the right side of #2 /hua4/, collocations can
be grouped according to their parts of speech. Their syntactic patterns are shown as

follows.

Pattern (1): Head and modifier relationship.

NP

head modifier

N #7 N; ADJ; V
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In pattern (1), %2 /hua4/ is the head of NP, which can have another noun, a
verb or an adjective as its modifier. The modifier adds some meaning to the head.
Example 1 is the examples of collocational patterns of #7 /hua4/ meaning

"chief", "emotion", "machine part", "early hours", "hair", "intelligence", "top", "bulb"

and "topics" respectively, which are in accordance with the relationship in the pattern

(1).

Example 1:

(i)  NP(Head: N(+2)),(Mod: N(T9n))

(ii)  NP(Head: N(+2)),(Mod: ADJ(1d8))
(iii)  NP(Head: N(#7)),(Mod: V(51))

(iv)  NP(Head: N(12)),(Mod: N(#))

(v)  NP(Head: N(#17)),(Mod: ADJ(#1))
(vi)  NP(Head: N(#7)),(Mod: ADJ(1a))
(vii)  NP(Head: N(+7)),(Mod: N(1i/@a Tn))
(viii) NP(Head: N(#7)),(Mod: N(#aw))

(ix)  NP(Head: N(#72)),(Mod: N(599))

® Semantic explanation

Beside syntactic relationships, there are also semantic relationship between #2
/hua4/ and word forms on the right side. From the decision lists of words at the right
side of #2 /hua4/, words co-occur with each sense of %72 /hua4/ can be grouped
according to their semantic fields, with different fields indicate different senses. There
seems to be a coherence between the semantic fields of the word %7 /hua4/ and its

sense indicators, as shown below.
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Senses Semantic fields of Examples of co-occurred
co-occurred word forms word forms

Chief "leader" (inconclusive) Tan
Emotion "bad" (inconclusive) 1y
Machine part OPERATION VERB 218 5U 911 il an
Early hours HOUR o
Hair COLOR A1 uny
Intelligence ATTRIBUTE laly d
Top THING i nszau un Tdda T
Bulb PLANT Wou AN U 1HN
Topics DISCOURSE S0

Table 16: Semantic relationship between #3 /huad/ and words at I WR.

The relationship of these nine senses of %72 /hua4/ and semantic fields of their
co-occurred word forms on the right side can be explained according to the semantic
network (in figure 3, section 3.2) which presents the relationship of #7 /hua4/ and
other concepts as follows.

%7 /hua4/ meaning "machine part” is a part of a machine that perform some
chief operation and it often co-occurs with some OPERATION VERB. For example,
an OPERATION VERB, a1 /laak2/ "to trail, pull" co-occurs with #72 /huad/ as in #2
a1n indicates that %72 /huad/ means "machine part" and #2210 means "part which pulls
the rest of a machine".

As for #7 /hua4/ meaning "early hours", there seems to be a coherence of
semantic fields, TIME PERIOD, between this word and its sense indicator. As we can
see that %2 /huad/ meaning "early hours" is a part of HOUR or TIME PERIOD, and i1
/kham2/ "dark, night", for example, is also a TIME PERIOD. Thus, ﬁ' 1 /kham2/ "dark,
night", when co-occurs with %7 /hua4/, as in ﬁ?f‘f’L indicates the sense of #7 /huad/ as

"early hours".
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The rest can be explained in the similar way. For examples, #av /deen/ "red"
indicates the sense of #7 /hua4/ "hair" because #av /deen/ "red" is a COLOR and #2
/huad/ "hair" is a part of "head" which can have COLOR or style or can be colored. |2
/wai/ "quick" indicates the sense of #7 /huad/ as "intelligence" because #7 /hua4/
meaning "intelligence" often co-occurs with some ATTRIBUTE, which are words
used to describe a characteristic of "intelligence" and 12 /wai/ "quick" is an
ATTRIBUTE. 15/9a 1 /maai3khiit1fai/ "match" indicates the sense of #7 /hua4/ as
“top” because "top" is a part of OBJECT or THING, and lifva Inl /maai3khiitl fai/
"match", is also an OBJECT. (4on /phuwak1/ "taro" indicates the sense of 17 /hua4/ as
“bulb” because "bulb" is a part of some PLANT, and 1o /phuwak1/ "taro" is a
PLANT.

As for %7 /hua4/ "emotion" and #7 /huad/ "chief", since there is only one word
co-occurred with them, namely (@# /siia4/ "bad" and Tan /cook1/ "leader" respectively,

the semantic relationship between them is inconclusive.

The collocational patterns presented above are in the form of the parts of
speech and semantic fields. However, the word forms that are sense indicators for
each sense of #72 /hua4/ can be different. Words co-occurred with these nine senses of
2 /huad/ at the right and the left side are shown in the appendix E, from table 1 to
table 17, for sense '"chief', "emotion", "machine part", "early hours", "hair",

"intelligence", "top", "bulb" and "topics" respectively.
4.1.1.2 The sense indicators are on the left side
There are two senses that sense indicators are located at the left side, namely

"brain" and "headline". Words on the right side play very little role for disambiguating

these two senses.
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Figure 18: Results on disambiguating #7 /hua4/ "brain".
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Figure 19: Results on disambiguating %7 /hua4/ "headline".

119

Figures 18 and 19 present the results on disambiguating these two senses of #2
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Finding sense indicators on the left side of #72 /hua4/ is opposed to our
hypothesis, as we do not expect that any modifier of noun #7 /hua4/ will be at the left

side. The reasons can be explained as follows.

® Computational explanation

The left is the optimal side for the disambiguation of these two senses because,
from the decision list at the left side, there are many collocational word forms co-
occurred with these senses. Their co-occurrences are significant as they have high

collocational weights.

® Svyntactic explanation

From the decision lists at the left side, we found the following collocational

pattern, which has syntactic pattern as follow.

Pattern (2): Verb and object relationship

verb object

In pattern (2) #2 /hua4/ is the object of the preceding verb. In this case,
selectional restriction between the verb and its object is the reason why the preceding

verb can act as a sense indicator of #3 /hua4/. Example 2 is the examples of
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collcoational patterns of #2 /huad/ meaning "brain" and "headline", respectively,

which are in accordance with the relationship in the pattern (2).

Example 2:

(1) S(Verb: V(2/2m)),(Object: N(#72))

(i)  S(Verb :V(m1m)), (Object: N(32))

® Semantic explanation

From the decision lists of words at the left side of #72 /hua4/, words co-occur

with each sense of #7 /hua4/ can be grouped according to their semantics fields, with

different fields indicates different senses.

These semantic fields of word forms co-

occur with different senses of #7 /huad/ are shown as follows.

Senses

Semantic fields of

co-occurred word forms

Examples of

co-occurred word forms

Brain

PHYSICAL STATE

10 du Heu

Headline

"to headline" (inconclusive)

nwin

Table 17: Semantic relationship between #7 /huad/ and words at IWL.

The semantic relationship between #7 /hua4/ meaning "brain" and its sense

indicators can be explained in terms of semantic coherence above. As %72 /hua4/

“brain” is a physical part in "head" which can have some physical state as /2 /puuat1/

"pain, ache", thus, /7@ /puuatl/, which is a PHYSICAL STATE indicates that 2

/huad/ means "brain".

As for 17 /hua4/ meaning "headline", since there is only one word form, which

is W1 /phaat2/ "to headline", that co-occurs with it, the semantic relationship is

inconclusive.



122

The examples of word forms that co-occur with these two senses are in the

appendix E, from table 18 to table 20, for senses "brain" and "headline" respectively.

4.1.1.3 The sense indicators are on both right and left side

There are three senses that the sense indicators are on both right and left sides

namely, "head", "entity", and "titles or names".

Figures 20 to 22 present the results of disambiguation these three senses of #7

/hua4/.
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Figure 20: Results on disambiguating #7 /hua4/ "head".
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Figure 21: Results on disambiguating %7 /huad/ "entity".
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Figure 22: Results on disambiguating %7 /hua4/ "titles or names".
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Finding sense indicators on both right and left sides is contradict to our

hypothesis as we expect that only WR is sufficient information for the disambiguation.

® Computational explanation

Right-and-left is the optimal side for the disambiguation of these three senses
because, the number of collocational word forms at both right and left sides is almost
equal. Their co-occurrences are significant as they have high collocational weights.

® Syntactic explanation

Sense indicators are on both right and left side because both pattern (1), in
which sense indicators are on the right side, and pattern (2), in which sense indicators
are on the left side, play almost equal role in the disambiguation.

Example 3 is the examples of collcoational patterns of %72 /hua4/ meaning
"head", "entity" and "titles or names", respectively, which are in accordance with the

relationship in the pattern (1).

Example 3:
(i)  NP(Head: N(+2)),(Mod: N(da7))
(i)  NP(Head: N(#7)),(Mod: N(U/52%191%1))

(iii)  NP(Head: N(32)),(Mod: N(#1i979))

Example 4, (i) is the example of collocational pattern of %72 /hua4/ "entity" and
(ii), (iii) are the examples of collocational patterns of #7 /hua4/ "head" which are in

accordance with the relationship in the pattern (2).
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Example 4:

(i) S(Verb: V(521)),(Object: N(32))
(i)  S(Verb: V(#)),(Object: N(#2))
(iii)  S(Verb: V(7u)),(Object: N(+2))

In addition to pattern (1), from the decision lists of %73 /huad/ meaning "head",
we also found another pattern that sense indicators are on the right side. This pattern is

shown as follows.

Pattern (3): Subject and verb relationship.

subject verb

In pattern (3), %72 /huad/ acts as the subject of the verb. The verb at the right
side can act as the sense indicator of #7 /hua4/ because there are some selectional
restrictions between the subject and the verb.

Example 5 is the examples of collocatioal patterns of this sense of #72 /hua4/

which are in accordance with the relationship in the pattern (3).

Example 5:
(i) S(Subject: N(#2)),(Verb: V(iin))
(ii))  S(Subject: N(#2)), Verb: V(nszunn))

(iii)  S(Subject: N(#7)), Verb: V(vu))
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This pattern is not what we have in mind when setting the hypothesis that the
sense indicator of #7 /hua4/ should be on the right side, though it is not opposed to the

hypothesis.
In addition to pattern (2), from the decision lists of these three senses of #?2
/hua4/ we also found another pattern that sense indicators are on the left side. This

pattern is shown as follows.

Patterns (4): Head and modifier relationship

NP

head modifier

In pattern (4), 12 /hua4/ itself acts as the modifier of its head verb or noun.
Since there are selectional restriction constraints between the head and the modifier #7
/hua4/, the head can act as a sense indicator of 7 /hua4/ in these cases.

Example 6 is the examples of collocational patterns of #7 /hua4/ meaning
"titles or names", "head" and "entity" respectively, which are in accordance with the

relationship in the pattern (4).

Example 6:
(i) NP(Head: N(#agas)),(Mod: N(#7))
(i)  NP(Head: N(qu®)),(Mod: N(#7))

(iii)  NP(Head: N(f1)),(Mod: N(¥7))
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There are also many cases that both WL and WR help disambiguating in the

same context. For example, in example 7, both Qufﬂ /kunswi/ 1"coach", and T3y

/loan3/ "bald" occur in the same context and are in the same construction, which

both help disambiguating #7 /huad4/ meaning "head".

Example 7:
NP
head
N
head
N
NUFD W2
°

Semantic explanation

modifier

NP
modifier
ADJ
Tau

From the decision lists of words at the right side of #2 /hua4/, words co-occur

with each sense of #7 /hua4/ can be grouped according to their semantics fields, with

different fields indicates different senses. These semantic fields are shown as follows.
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Senses Semantic fields of Examples of
co-occurred word forms co-occurred word forms
Head HUMAN or ANIMAL a f?’m’wy Jun ln
Entity HUMAN or 159191 139911 1D
ORGANIZATION i
Titles or names PRINTED MATERIAL Wiade

Table 18: Semantic relationship between #73 /huad/ and right words at | WRL.

The explanation of the semantic relationship can be explained again by the
semantic coherence between the word #7 /hua4/ and its sense indicators. For example,
A /khon/ "human" indicates the sense of #2 /huad/ as "head" because Au /khon/ is a
HUMAN, and “head” is a part of HUMAN or ANIMAL. As for #7 /hua4/ “entity”,
since HUMAN or ORGANIZATION is an "entity", 1/5¢91%u /pralchaachon/ "people
or group of people" indicates the sense “entity” because /529191 /pralchaachon/ is a
HUMAN. m1i9de /nand4sww4/ indicates the sense of #7 /huad/ as “titles or names”
because widd® /napdswwd/ is a PRINTED MATERIAL, and PRINTED

MATERIAL has title or name.

In addition, from the decision lists of words at the left side of #7 /hua4/, words
co-occur with each sense of #7 /hua4/ can be grouped according to their semantic
fields, with different fields indicates different senses. These semantic fields are shown

as follows.
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Senses

Semantic fields of co-

Examples of co-occurred

occurred word forms word forms
Head ACTION VERB A 9 da du au 89 dhe
Entity Inconclusive A1 59 M8 1A 118 7D
Titles or names PRINTED MATERIAL Wiade Uneas nilvde

a o
Wuw

Table 19: Semantic relationship between 17 /huad/ and left words at 1WRL.

Again, the semantic relationship between #7 /hua4/ and its sense indicators on
the left can be explained in terms of semantic coherence. For example, @ /tii/ "hit"
indicates the sense "head" because “head” is a part of human and “hit” is an action
being done on someone. However, for %7 /hua4/ meaning "entity", since there are
many word forms, which are in many different semantic fields, that co-occur with it,

the semantic relationship between them is inconclusive.

The lists of word forms used as sense indicators for these three senses, namely
"head", "entity" and "titles or names", are shown in the appendix E, from table 21 to

table 26 respectively.
4.1.2 The results with the optimal span higher than one

There are three senses that need more than 1W span for the disambiguation. #73
/hua4/ in the senses of "viewpoint" and "front" need two words for the disambiguation,

%7 /huad/ meaning "concentrate" needs three words for the disambiguation.

Figure 23 to 25 present the results on disambiguating three senses of #7 /hua4/

that the optimal span is higher than one and the sense indicators are on the right side.
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Figure 23: Results on disambiguating #7 /hua4/ "viewpoint".
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Figure 24: Results on disambiguating 17 /hua4/ "concentrate".
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Figure 25: Results on disambiguating #7 /hua4/ "front".
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In terms of side, the sense indicators of these three senses are on the right sides,

which is in accordance with our hypothesis. WL play no role in disambiguating #73

/hua4/ in the sense of "concentrate" and plays little role in disambiguating #7 /hua4/ in

the senses of "viewpoint" and "front". The sense indicators of these three senses are on

the right side can be explained in the same ways as those already discussed in section

4.1.1.1, which are as follows.

Computational explanation

There are many collocational word forms co-occur with these senses on the

right side and their co-occurrences are significant as they have high collocational

weights. This statistical evidence indicates that the optimal side for the disambiguation

of these three senses of %72 /hua4/ is the right side.
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Example 8 is the examples of collocational patterns of #7 /hua4/ meaning

"viewpoint", "front" and "concentrate" respectively, which are in accordance with the

relationship in the pattern (1). Although they are not immediately adjacent to #2

/huad/, they function as a modifier of the head noun #7 /hua4/.

Example 8:

(x)  NP(Head: N(+2)),(Mod: ADJ(194))

(xi)  NP(Head: N(372)),(Mod: ADJ(ng))

(xii) NP(Head: N(#72)),(Mod: V(17¢4))

Semantic explanation

From the decision lists of words at the right side of #2 /hua4/, collocations can

be grouped according to their semantics fields, with different fields indicates different

senses. These semantic fields are shown in the table below.

Senses Semantic fields of co- Examples of co-occurred
occurred word forms word forms
Viewpoint ATTRIBUTE ufa gou quuse Su i
awe vy
Front THING 70150 905 (WA
Concentrate THING or LIQUID o neit o ieaau

WUF

9

Table 20: Semantic relationship between #7 /hua4/ and words at 2WR and 3WR.

The semantic relationship between %72 /hua4/ and its sense indicator can be

explained in the same way in terms of semantic coherence between them. For
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examples, (11 /kaol/ "old-fashioned" indicates the sense "viewpoint" because
“viewpoint” often co-occurs with some ATTRIBUTE used to describe a characteristic
of "viewpoint", and "old-fashioned" is an ATTRIBUTE. 70 /rot3/ "car" indicates the
sense "front" because “front” is a part of OBJECT or THING, and "car" is an
OBJECT. ng# /kalthi3/ indicates the sense "concentrate" because "concentrate" is a

part of THING or LIQUID, and ng# /kalthi3/ "coconut cream" is a LIQUID.

The lists of word forms that co-occur with these three senses of #7 /huad/
namely, "viewpoint", "concentrate" and "front" are shown in the appendix E, from

table 27 to table 31, respectively.

In terms of the span, the optimal span as more than 1W is opposed to our

hypothesis. There are two explanations for this.

(1) The number of the training data is not large enough. For example, in
"concentrate", in ﬁaﬁ?g%mm?ﬁn, udou /naam3chumam2/ "syrup" could not
be a sense indicator because it does not occur in the training data. But, instead, IAn
/cok3/ "coke" is found in the training corpus at 3W span. Thus it is used as a sense

indicator during the test.

(2) Even though the size of the training data is large enough, some word forms
at 1W span can co-occur with more than one sense. For example, /n /peekl/ "wing"
and @162 /lamtua/ "body" usually co-occur with #7 /hua4/ meaning "head". However,
in /peek1/ and @142 /lamtua/, sometimes, also co-occur with #7 /hua4/ sense "front"

A o 31 < 1 v o W 1 9 = a dy o
too, as n " HIToNUUYMAN AIUKI aasaIUNIese..." and ... @19NTUUUNNIY
1 1 Y} [ J
p619A59 llasann Tfasssy daura Un daudasunainiSegussaunsd. ", Thus, they can

not be used to distinguish between these two senses.
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However, from the results of the disambiguation of these senses, we can see
that 1W is as good as 2W and 3W because the precision rate at 1W span is only a little
bit lower than the precision rates at 2W and 3W spans. This is the important evidence
indicating that 1W span is still the optimal span with 2W and 3W position give little
additional information for the disambiguation. For example, when considering the raw
scores of correct answering, in sense "concentrate", at 1W span, the program can
correctly disambiguate 12 out of 13 tokens, and at 3W span, all 13 tokens are correctly
disambiguated. In other words, the program can disambiguate only one more token at
3W span. Besides, in the decision list of these senses, there is a dominant collocational

pattern of %7 + N, which indicates that only 1W span is sufficient.

4.2 The Results of the Disambiguation of (71 /kep1/
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Figure 26: Precision rate of disambiguation oftfiv /kepl/.

Figure 26 shows that the optimal span for the disambiguation of 1Ay /kepl/ is

2WR as indicated by the precision rate of 80.25%, 2 times higher than the lower bound
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performance and only 0.8 times lower than the upper bound performance. The poorest

span for the disambiguation is 3WL as indicated by the precision rate of 45.50%.

In terms of the optimal number of context words for the disambiguation, 2W
span is the optimal. This is opposed to our hypothesis. However, the reason that 2W
span is the optimal is not because of the influence of the second word. From figure 21,
we can see that the result from 1W span is not different from that of 2W span. The
second word adds a little improvement on the disambiguation. As the number of span
increases to 3, 4, and 5 the precision rate decreases, but very little. In this study, we
found that 3W span is sufficient. This is supported by the results on disambiguating
each sense of A1 /kepl/, in which, there are 4 senses of 1 /kepl/ that have the
optimal spans as one, 2 senses, namely "to hide" and "to charge" that have the optimal

spans as two and only one sense, namely "to keep" that the optimal span is three.

In terms of side, the sense indicators of 1Ay /kep1/ for all senses is on the right
side. WL play very little role in the disambiguation. This is opposed to our hypothesis
as we expect that subject at the left side of the verb 1Ay /kepl/ plays equal role as the
object at the right side. WRL’ are also good sense indicators, however, because of the
influence of WR alone. This is why the line representing WR and WRL are almost the

same line.

Since there is no significant difference between the precision rate of 1W, 2W
and 3W spans, and only WR play role in the disambiguation, we will not present and

discuss the results of disambiguating at different spans. We will present and discuss

* Since the precision rates of WLR and WRL are not significantly different, the
presentation and the explanation of the results, from now on, willuse WRL only, whether, in fact,

it refers to WRL or WLR.
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the results of each sense altogether. However, the results of the sense "to pick up" will
not be presented because the training data on this sense is too small. Thus, the

program cannot disambiguate this sense at all.

Figures 27 to 34 present the results on disambiguating eight senses of 1Ay

/kep1/ that the sense indicators are on the right side.
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Figure 27: Results on disambiguating iy /kepl/ "to take".
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Figure 28: Results on disambiguating i /kep1/ "to buy".
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Figure 29: Results on disambiguating iy /kepl/ "to gather".
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Figure 30: Results on disambiguating iy /kepl/ "to kill".
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Figure 31: Results on disambiguating iy /kepl/ "to arrange".
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Figure 32: Results on disambiguating iy /kep1/ "to hide".
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Figure 33: Results on disambiguating iy /kep1/ "to charge".
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Figure 34: Results on disambiguating!ﬁﬂ /kep1/ "to keep".
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From the results of all senses of (AU /kepl/ presented above, we can see that

only WR play role in the disambiguation and 1W is sufficient. However, as stated

above, there are three senses that 2W and 3W spans are also helpful. These results can

be explained in details as follows.

In terms of side, finding that only WR play role in the disambiguation is

opposed to our hypothesis. The explanations are as follows.

Computational explanation

In term of computational, a lot of words on the right side of iy /kepl/ have

higher collocational weight than words on the left. Their co-occurrences are significant

as they have high collocational weights.

This statistical evidence indicates that the

optimal side for the disambiguation of iy /keptl/ is the right side.
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® Syntactic explanation

The statistical evidence is in accordance with the explanation of the structure of
Thai language, which can be explained from the following syntactic patterns as

follows.

Pattern (1): Verb and object relationship

verb object

\Y% 1T, N

In this pattern, noun is the object of the verb Y, /kepl/. Thus, it can be used as
a sense indicator. This is the pattern that we expect when setting the hypothesis of this
study.

Example 1 is the examples of collocational patterns of iy /kepl/ meaning "to
take", "to buy", "to gather", "to kill", "to hide", "to charge" and "to keep" respectively,

which are in accordance with the relationship in the pattern (1).

Example 1:

(i) S(Verb: V(1iu)),(Object: N(ndae 117))
(i) S(Verb: V(1Au)),(Object: N(#1))

(ii1))  S(Verb: V(zﬁﬂ)),(Object: N(pzuuu))
(iv)  S(Verb: V(15)),(Object: N(gu/s))
(v)  S(Verb: V(171)),(Object: N(215ua/))
(vi)  S(Verb: V(1A1)),(Object: N(A15717))
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(vii)  S(Verb: V(tﬁﬂ)),(Object: N(adon))

Pattern (2): Serial verb construction

SERIAVL VERB

verb verb

\Y% 1T, Vv

Thepkanjana (1986) defined serial verb as "verb(s) dependent on the first
verb." From this definition, we can see that verbs in a serial verb construction are
semantically related, as one verb is the element, which is modified, and another verb is
the modifier. Here (AU /kepl/, which is the first verb in the construction is modified by
another verb, which is its modifier. This pattern is not what we expect when setting the
hypothesis.

Example 2 is the examples of collocational patterns of Y, /kepl/ meaning "to
take", "to arrange", "to gather", "to hide" and "to keep" respectively, which are in

accordance with the relationship in the pattern (2).

Example 2:
(1) Serial verb(Verb: V(Aﬁil)),(Verb: V(#1))

(i)  Serial verb(Verb: V(iAD)),(Verb: V(1a))
(i)  Serial verb(Verb: V(iA)),(Verb: V(aouw))
(iv)  Serial verb(Verb: V(1iv)),(Verb: V(na))
(v)  Serial verb(Verb: V(1fin)),(Verb: V(e1704))
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Although words on the left side of iy /kepl/ play little role in the sense
disambiguation, there are some collocational patterns of words from the left, namely,
V + Aﬁu, N + 9. However, their collocational weights are lower than those at the
right side. This statistical evidence is opposed to our hypothesis as we expect that noun
as a subject of verb should have a semantic relationship with the verb, which can be

used as a sense indicator of the verb (A1 /kepl/.

The following patterns are the collocational pattern found at the left side, which

have the syntactic relationship as follows.

Pattern (3): Subject and verb relationship

subject verb

N V 1Ay

In this pattern, subject can be used to disambiguate the senses of iy /kepl/.
Example 3 is the examples of collocational patterns of iy /kep1/ meaning "to charge",

which are in accordance with the relationship in the pattern (3).

Example 3:
(i)  S(Subject: N(sg112)),(Verb: V(A1)

(i) S(Subject: N(wiinam)),(Verb: V(iAV))
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Pattern (4): Head and modifier relationship

NP

head

modifier
N V ifu

In this pattern, Y, /kepl/ is a modifier of the head noun. Thus there is a
semantic relationship between the head noun and the modifier 1y /kepl/. This pattern

plays some role in disambiguating the sense "to keep" as shown in figure 34.

Example 4 is the examples of collocational patterns of 1Ay /kep1/ meaning "to

keep", which are in accordance with the relationship in the pattern (4).

Example 4:
()  NP(Head: N(@nuit)).(Mod: V(ifv))

(i)  NP(Head: N(Ina4)).,(Mod: V(1A 1))

Pattern (5): Serial verb construction

SERIAL VERB

Verb verb

Vv \Y% 1T,

Here, verb iy /kepl/ is a modifier at the left side in a serial verb construction

which modifies its preceding verb. Both verb at the left side or at the right side of verb
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1Ay /kepl/ play role in the disambiguation, however, verb at the right sides play more
role. We do not expect to see this pattern too.

Example 5 is the examples of collocational patterns of 1Ay /kep1/ meaning "to
buy", "to arrange", "to kill", and "to keep", which are in accordance with the

relationship in the pattern (5).

Example 5:

(1) Serial verb(Verb :V(191)),(Verb : V(i)
(ii) Serial verb(Verb :V(3#1)),(Verb : V(i)
(iii)  Serial verb(Verb :V(ﬁ"’d)),(\/erb : V(Aﬁll))

(iv)  Serial verb(Verb :V(7n)),(Verb : V(i)

However, it should be noted again that patterns (3), (4) and (5) do not have
much influences on the disambiguation because there are only few cases of these
patterns. The fact that, the left side plays very little roles for the disambiguation of all

senses of (7Y /kepl/ is discussed in more details in section 5.1.2.

® Semantic explanation

From the syntactic relationship, we can see that verb and object relationship
plays dominant role in sense disambiguation of 1Ay /kepl/. These objects can be
grouped into their semantic fields with different fields indicate different senses. These

semantic fields are shown as follows.
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Senses Semantic fields of Examples of co-occurred
co-occurred word forms word forms
To take PLANT, THING, wn naae 1 137 1o ves unaq
ANIMATE v the

To buy "Stock" 7{?}1!

To gather THING LUUU HANFIU T10ALIDHA
Toya udu

To kill HUMAN, PERSON IUXRYERREATIN

To arrange Inconclusive No co-occurred objects

To hide EMOTION AWFan e15wal

To charge FEES A1 19910 MUTMI AN Ana
5ou

To keep THING 50 mmad hiunaoay
P1u1/aen

Table 21: Semantic relationship between senses of 1Ay /kepl/ and their co-occurred words-to-

right.

According to the relationship between verb and object, the semantic

relationships between 1Ay /kepl/ and its sense indicators, which are the object noun,

can be explained in terms of semantic coherence. As we can see from the table above,

“to take” occurs with an object that could be PLANT, ANIMATE, or THING; “to

buy” can co-occur with “a stock”; “to gather” can co-occur with THING; “to kill” can

co-occur with HUMAN, or PERSON; and so on.

However, for iy /kepl/ meaning "to arrange", there is no co-occurred objects,

thus its semantic relationship is inconclusive.
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In terms of the number of context words, the reasons that 2W and 3W spans are
also helpful in the disambiguation of three senses of iy /kepl/, namely, "to hide", "to
charge" and "to keep" can be explained in the similar way as discussed in section 4.1.2.
It is because the training data is too small and some word forms can immediately co-
occur with many senses of iy /kepl/. For example Gﬁlayﬁ /khoo2muun/" usually co-
occurs with (Ay /kepl/ meaning "to gather" and it also, sometimes, co-occurs with i,
/kepl/ meaning "to keep". Thus, the program would need more than one word for
disambiguating these senses. For example, in !ﬁﬂﬁﬁja.ya 13 if consider only 1W span, 9o
ya /khoo2muun/ would indicate the sense of iy /kepl/ as "to gather" which is the
wrong sense. The more correct sense, which is "to keep" can be indicated by 13 /wai
2/ "used as a suffix of some verbs for strengthening their meanings", which is found at
the 2W span.

The example above shows that sense indicators of i, /kepl/ may not be a
subject or object noun as we hypothesized, but they can be another verb. In fact, serial
verb construction is very common in Thai. The examples of serial verbs that have 1Ay
/kepl/ as their constituents are (AU, tAue1 11, thuer 13,

Besides, since these serial verbs do not need to be immediately adjacent to each
other, the unit in between a serial verb has less semantic relation than the constituent of

a serial verb, which are in a further distance.

The examples of word forms co-occurred with eight senses of iy /kepl/ at the
right side as well as the left side are in appendix E, from table 31 to table 46, for sense
"to take", "to buy", "to gather", "to kill", "to arrange", "to hide", "to charge", and "to

keep" respectively.
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4.3 Discussion and Conclusion

In section 4.1 and 4.2, we presented and discussed the results of sense
disambiguation of #7 /hua4/ and 1Ay /kepl/ based on three perspectives, namely
computational, syntactic and semantic perspectives by grouping word forms that are in
the same syntactic and semantic classes, and explaining the relationship based on these
groupings. On computational perspective, we explained the relationship between the
number of co-occurred word forms and senses of ambiguous words. On syntactic
perspective, we explained the relationship between syntactic classes or parts of speech
of co-occurred word forms and senses of ambiguous words. On semantic perspective,
we explained the relationship between semantic classes or semantic fields of co-
occurred word forms and senses of ambiguous words. However, we would like to note
here that, in WSD, it is better to consider word forms than syntactic classes or
semantic fields because word forms are more specific than these features, thus, they
are better sense indicators (see section 5.1.1 for further discussion about the limitations

of syntactic classes and semantic fields).

The results and discussions are summarized in table 22 and 23 in this section
for sense disambiguation of #7 /hau4/ and table 24 and 25 for sense disambiguation of
1AV /kepl/.

In this summarization, we divided senses of #7 /hua4/ and i, /kepl/ into two
groups, namely senses that have high precision rates (those that have precision rate
more than or equal 80% for %7 /hua4/ and more than or equal 75% for i, /kepl/), and
senses that have low precision rates (those that have precision rate lower than 80% for
%7 /hua4/ and lower than 75% for (/v /kepl/). The reasons why some senses have high

precision rate, and some senses have low precision rate are as follows.
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® Senses that have high precision rate are senses that meet the following

conditions.

1. Senses that co-occur with only one word form, such as lon /cookl/, i@
/siia4/, ﬁ'? /kham?2/, 1)@ /puuatl/, w1a /phaat2/, for senses "chief", "emotion", "early
hours", "brain" and "headline" respectively.

2. Senses that co-occur with classes that have few word forms such as
OPERATION VERB and COLOR, for senses "machine part" and "hair" respectively.

3. Senses that have high frequency in a training corpus such as "head", "entity"

and "brain".

® Senses that have low precision rate are senses that meet the following

conditions.

1. Senses that co-occur with many word forms. For example, there are too
many word forms that can co-occur with #2 /huad4/ sense "front", such as (50
/ruwma/ "boat", inFoaiiy /kKhruwan2bin/ "airplane", s /rot3/ "car", sOOUH
/rot3yon/ "car", gy /tiian/ "bed", mevueu /tiiannoon/ "bed", etc. Thus
there is no clear indicator for this sense. This is the reason why the algorithm's
performance on disambiguating this sense is very low.

2. Senses that co-occur with classes that have many word forms such as
THING, for senses "top" and "front".

3. Senses that have low frequency in a training corpus, such as "talent",

"heading" and "head of coin".

These are the same reasons that are discussed in section 5.1.1 for the strengths

and weaknesses of the decision list algorithm used in this study.



Senses that have high precision rate

Senses Precision rate Explanation

WR WL Computational Syntactic Semantic
Chief 100% 40% | Number of WR is higher NP(Head:N(%i7)),(Mod:N) Inconclusive
Emotion 100% 0% than WL and their NP(Head:N(%1)),(Mod:ADJ) "bad" (inconclusive)
Machine part 100% | 35.71% | collocational weights are NP(Head:N(%i2)),(Mod: V) OPERATION VERB
Early hours 100% | 45.45% | higher than WL NP(Head:N(¥11)),(Mod:N) HOUR
Concentrate 100% 7.69% NP(Head:N(¥11)),(Mod:N) THING, LIQUID
Viewpoint 94.44% | 63.89% NP(Head:N(%i12)),(Mod:ADJI,V) ATTRIBUTE
Intelligence 81.25% | 31.25% NP(Head:N(%i2)),(Mod:ADJ,V,N) ATTRIBUITE
Hair 80% 20% NP(Head:N(%i1)),(Mod:N,ADJ) COLOR

Table 22: Summarization of results and discussions of senses of#3 /hua4/ that have high precision rate.




Senses that have high precision rate

higher than WR

Senses Precision rate Explanation
WR WL Computational Syntactic Semantic
Head 72.22% | 86.11% | Number of WR is almost NP(Head:N(%112)),(Mod:N,ADJ) HUMAN or ANIMAL
equal to the number of WL | S(Subject:N(¥1)),(Verb:V)
NP(Head:N),(Mod:N(+2)) VERB
S(Verb:V),(Object :N(¥1))
Entity 88.54 90.63% NP(Head:N(%i1)),(Mod:N,ADJ) PERSON
S(Verb:V),(Object:N(¥1)) Inconclusive
NP(Head:N),(Mod:N(+2))
Brain 3.45% | 89.66% | Number of WL is higher S(Verb:V),(Object:N(¥1)) PHYSICAL STATE
Headline 12.50% | 87.50% | than WR and weight are S(Verb:V),(Object:N(¥1)) "to headline" (inconclusive)

Table 22: Summarization of results and discussions of senses of#3 /hua4/ that have high precision rate.




Senses that have low precision rate

Senses Precision rate Explanation
WR WL Computational Syntactic Semantic
Topics 77.78% | 38.89% | Number of WR is higher NP(Head:N(%17)),(Mod:N) DISCOURSE
Bulb 71.43% | 42.86% | than WL and their NP(Head:N(#1)),(Mod:N) PLANT
Top 63.64% | 27.27% | collocational weights are | NP(Head:N(¥1)),(Mod:N) THING
Front 64.52% | 25.81% | higher than WL NP(Head:N(+1)),(Mod:N) THING
Titles or names 69.23% | 53.85% | Number of WR is almost | NP(Head:N(%i2)),(Mod:N,ADJ) PRINTED MATERIAL
equal to the number of WL | NP(Head:N,ADJ),(Mod:N(%7)) PRINTED MATERIAL
Talent 0% 0% Inconclusive Inconclusive Inconclusive
Heading 0% 0%
Head of coin 0% 0%

Table 23: Summarization of results and discussions of senses of#7 /hua4/ that have low precision rate.




Senses that have high precision rate

Senses Precision rate Explanation
WR WL Computational Syntactic Semantic
To charge 85.05% | 62.62% | Number of WR is higher S(Verb:V(Lﬁ‘lJ)),(Object:N) FEES
than WL and their Serial Verb(Verb:V(!ﬁﬂ)),(Verb:V)
To keep 83.75% | 65.63% | collocational weights are S(Verb:V(Lﬁ‘lJ)),(Object:N) THING
higher than WL Serial Verb(Verb:V(Lﬁ‘U)),(Verb:V)
To buy 80% 40% S(Verb:V(ifin)),(Object:N) STOCK
To gather 79.03% | 12.90% S(Verb: V(ifin)),(Object:N) THING
Serial Verb(Verb:V(Lﬁ‘U)),(Verb:V)
To hide 77.78% 0% S(Verb:V(Lfdm)),(Object:N) EMOTION
Serial Verb(Verb:V(Lﬁ‘U)),(Verb:V)
To take 76.09% 8.70% S(Verb:V(Lﬁu)),(Object:N) PLANT, THING, ANIMATE

Serial Verb(Verb:V(!ﬁﬂ)),(Verb:V)

Table 24: Summarization of results and discussions of senses ofifil /kep1/ that have high precision rate.




Senses that have low precision rate

Senses Precision rate Explanation
WR WL Computational Syntactic Semantic
To kill 66.67% 66.67% | Number of WR is higher S(Verb:V(Lﬁ“ﬂ)),(ObjectzN) HUMAN, PERSON
To arrange 16.67% 16.67% | than WL and their Serial verb (Verb:V(ifi1))).(Verb:V)) | Inconclusive
collocational weights are
higher than WL
To pick up 0% 0% Inconclusive Inconclusive Inconclusive

Table 25: Summarization of results and discussions of senses ofiA1/ /kep1/ that have low precision rate.




CHAPTER V
DISCUSSIONS CONCLUSIONS AND

FURTHER SUGGESTIONS

This chapter consists of three main sections. Section 5.1 discusses the
important issues found in this study. Section 5.2 summarizes the main points of this
study. Section 5.3 suggests the way to improve the algorithm's performance and to

further develop WSD program in Thai. The details about each section are as follows.

5.1. Discussions

There are four important issues discussed in this section. Section 5.1.1
discusses the idea of WSD using decision list collocation, whether it is applicable to
the task, and its strengths and limitations. As a result of the last chapter, section 5.1.2
further discusses the reasons why words on the left play very little role in the
disambiguation of all senses of Y, /kepl/, and section 5.1.3 further discusses the
reasons why words on the right are sense indicators of #7 /hua4/ and i, /kepl/.
Section 5.1.4 discusses whether the optimal spans of disambiguating #7 /hua4/ and 1Ay
/kepl/ can be used for disambiguating other nouns and verbs. The details of the

discussions are as follows.

5.1.1 WSD of %7 /huad/ and NV /kep1/ using decision list collocation

The results presented in chapter 4 suggest that the algorithm's performance is
very good even though the size of the training data is not large. The performance is

very much higher than the lower bound performance and is very little lower than the
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upper bound performance. The strengths of the algorithm can be explained by three

factors as follows.

(1) The algorithm performs WSD by always choosing a sense co-occurred with
a word form that has the highest collocation weight. From a statistical view, a word
form with the highest collocational weight will be the most reliable sense indicator of

the ambiguous word.

(2) The algorithm performs WSD by using the information in a small window
span of only 1W or 2W. Disambiguating in small window span yields a good result
because 1W or 2W (which usually are content words) is usually in the same syntactic
construction, (such as NP, VP, serial verb, sentence) with the ambiguous word. Thus it
should be more semantically related with the ambiguous word than the word in the

further distance.

(3) The algorithm performs feature selection by choosing only the best feature,
which is a word form in this study. When comparing word forms with other features
like parts of speech (such as noun, verb, adjective etc.) and conceptual features (such
as ANIMATE, INANIMATE, PLANT, HUMAN, etc.), word forms are better in many
aspects as follows.

First, features like parts of speech or conceptual features are too general
classification, that is, while there are not many senses that a word form can co-occur
with, a part of speech can co-occur with all senses. For example, while 1+ /mail/
usually co-occurs with only three senses of #7 /hua4/ namely, "viewpoint", "titles or
names" and "machine part", an adjective can co-occur with all senses of #3 /hua4/.
Thus, we cannot use an adjective to disambiguate the sense of #2 /huad/, but we can

use the word 1%/ /mail/ to narrow down the possible senses of #7 /hua4/.
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Conceptual features seem to be a good choice. For example, we found that
ANIMATE always co-occurs with #7 /hua4/ meaning "head", PLANT always co-
occurs with #2 /huad/ meaning "bulb". However, conceptual features can be too
general like parts of speech. For example, while #ax /hoom4/ "onion" and 9v /kin
4/ "ginger", which are PLANT can indicate sense "bulb", wgs¢ /ma3ra3/ "bitter
cucumber" and wgagne /ma3ra3koo/ "papaya" which also have the feature PLANT,
cannot indicate this sense.

Second, using these features causes problems in preparing manually sense-
tagged training data. In addition to tagging sense of the ambiguous words, we have to
tag parts of speech or conceptual features on context words too, which is time-

consuming and costly.

Thus, the advantages of using word form are as follows.

(3.1) Word form is a good sense indicator because it is more specific that is,
one word form usually co-occurs with only one sense. For example, A1 /kham2/
"night" always co-occurs with %7 /huad/ "early hours", Wia /phaat2/ "to headline"
always co-occurs with #7 /hua4/ "headline", @ox /200m/ "to save", always co-
occurs with (AU /kepl/ "to gather", An /kakl/ "to detain" always co-occurs with i,
/kepl/ "to keep".

(3.2) We can prepare the training data easier than when using other features
because there is no need to manually tag any information or features into word forms.

(3.3) Beside the advantages of word form to this study, word forms can help
further disambiguating other ambiguous words by applying the concept of mutually
disambiguationl, in which there will be only one combination of meanings that fits

together. For example, if we know that #7 /hua4/ means "hair" when co-occurs with

" See the explanation of mutually disambiguation in section 2.4.2.1.1.1.



158

an /jik1/, we automatically know that 90 /jik1/ co-occurs with this sense of %7 /hua4/
means "to pull (someone hair)" (instead of "to peck").
However, despite of these strengths, the algorithm cannot perform as good as

the human because of the following two problems.

(1) The size of training data is not large enough. This is an important problem
faced by a corpus-based WSD as its disambiguation requires a large size of knowledge
(sense-tagged data). Thus, the algorithm performance is good if it is trained with
sufficient knowledge. However, the limitation is that the preparation of sense-tagged

data is time-consuming and costly.

As stated in section 3.1.3, we have tested the algorithm at different sizes of the
training data, namely at 600, 1,200, 1,800 samples, to see whether the precision rates
would increase as the size of the training data increase. The result is that the precision
rates increase as shown in figure 30 and 31. This indicates that the more data trained to

the algorithm, the more the precision rate increases.
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Besides, the quality of the data is also important, that is if adding more training

data does not provide more new and useful word forms for the disambiguation, the
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algorithm will not perform much better. Thus, the increases in the quality as well as

quantity of the training data are both important.

In this study, the small size of the training data has an effect on the algorithm's

performance as follows.

First, because the training samples for #7 /hua4/ in the sense of "talent" and iy
/kepl/ in the sense of "to pick up" is not large enough, the program cannot
disambiguate these senses at all.

Second, because the training data is not large enough, many word forms then
do not have discriminate power, which are cases 2,3, and (2) discussed in chapter 3,
section 3.3.3. Thus, the size of the training data must be large enough so that a word
form will have a strong discriminated power of only one sense.

(2) The problem of a word form itself. Even though the size of the training
data is large enough so that a word form has a strong collocational weight with only
one sense, some word forms may not always indicate the correct sense. In other word,
choosing the senses that indicated by the word form that has the highest collocational
weight is not always correct. For example, the word form #1@ /faad2/ can immediately
co-occur with %7 /hua4/ in the senses of "entity", and "head". Even though it has the
highest collcoational weight when co-occurs with "entity", there are many context as in
(1) that the correct sense is "head".

Y]

Y
(@) ... Faivayurhaud Safilunas ludasevhadaunauuasiaulmidoadu. .

Thus, these two problems are the reasons why the decision list algorithm

cannot perform as good as human.
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However, the fact that algorithm is tested with the highly ambiguous words like
2 /huad/ and 1Ay /kepl/, suggests that the idea of the decision list algorithm is
effective (in spite of the above two problems). Thus, if the algorithm is tested with less
ambiguous words, its performance should be better or even close to human
performance. By testing with less ambiguous word, the algorithm will have fewer
problems with word form. The reason is because, first, less ambiguous words have
clearer sense indicators, as their senses are not closely related, so different senses
occur with totally different context. For example, for the ambiguous word
Y /khand/, I /kail/ "chicken" is a good indicator for sense "to crow, coo", and In
has very low probability to occur with other senses like "to laugh". 1 /khaw4/ "he"
is a good indicator for 9% /khan4/ meaning "laugh" and (¥1 /khaw4/ has very low
probability to occur with 91/ /khan4/ sense "to crow, coo". Second, disambiguating
less ambiguous words requires fewer training data. This is because less ambiguous
words have fewer numbers of senses, so it is easier to find many samples of all senses

in a small size of data.

5.1.2 Why WL are not the sense indicators of 1Ny /kep1/?

This question arises as a result of the disambiguation of 1Ay /kep1/ presented in
section 4.2. The results suggest that WL play very little role in disambiguating all
senses of (A /kepl/. The explanation of the results in section 4.2 indicates that object
noun plays dominant role while subject noun plays very little role in disambiguating

all senses of (7Y /kep1/. The reasons are as follows.

First, there are many word forms that can act as objects of verb, and these word
forms usually indicate only small numbers of senses. But, there are few word forms
that can act as the subject of verb, and these word forms usually indicate many senses

of 1AV /kepl/. For example, in mmﬁll, 191 /khaw4/ "he" can co-occur with all senses of



162

1Ay /kepl/, while, in lﬁllmﬁ, 118 /phaasii4/ "tax" co-occurs with sense "to charge"
only. This is in accordance with the explanation in section 4.2 that we found more
word forms in the decision list of the right side than the left side.

However, we would like to note here that too many word forms could lessen
the performance as stated in section 4.3, which discussed about reasons why some
senses have low precision rate.

Second, from the information in the corpus, we found that subject nouns do not
always occur close to the verb 1Ay /kepl/. In other words, it is rare to find simple
sentences, in which subjects immediately come before verbs. Thus, the subject nouns

are not likely good sense indicators for the verb i, /kep1/.

Beside verb and object relationship, serial verb construction also helps
disambiguating iy /kepl/ as explained in section 4.2. However, AU+ V play more
role than V + Ay, There can be two explanations.

First, there are many word forms at the right side, and these word forms
indicate fewer senses, while there are fewer word forms at the left side, and these word
forms indicate more than one sense. This explains why word forms on the right side
are better sense indicators than those on the left side. For example, in Nuazau, azay
/salsom4/ "to accumulate, collect" indicates (AU /kep1/ sense "to gather", while in 9@
1Ay, 9 /catl/ "to arrange, organize" can occur with sense "to charge", as in i)"mﬁllmﬁ,
or "to keep", as in 5’@!51/517/6;{@ This is also in accordance with the explanation in
section 4.2 that we found more word forms in the decision list of the right side than the
left side.

Second, verbs at the right side of 1Ay /kepl/ and iy /kepl/ are more
semantically related than verbs at the left side. This is in accordance with Filbeck
(1975) cited in Thepkanjana (1986:14), that "He argues that all verbs including the
initial verb (or verb phrase) in a serial verb construction refer to a single proposition,

or in other words, a single event. He stated that the initial verbs carries the true
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predicate meaning of the proposition and any subsequent or serial verb (or verb
phrase) indicates a functional meaning which is related to the meaning of the initial
verb. In other words, a serial verb (or verb phrase) modifies the initial verb (or verb
phrase)." Thus, in a serial verb construction, a subsequent verb modifies its preceding
verb. From the first reason, iy /kep1/ usually acts as the initial verb in a construction
rather than as the subsequent verb. Thus, i, /kepl/ is modified by its subsequent
verb, which is its modifier at the right side. For example, in 451/!8771/, 191 /?aw/ "to
take, bring" indicates iy /kepl/ sense "to take", which is the correct sense in this
context. In 48777]451/, 191 /?aw/ "take" or 11/ /pai/ "to go" at the left side indicate sense

"to take", which is a wrong sense in this context. The correct sense is "to keep".

5.1.3 Why WR are sense indicators of #12 /huad/ and AV /kep1/?

WR are sense indicators of #3 /hua4/ and (v /kepl/ can be explained by the
theory of language typology in terms of word ordering. Word ordering is the ordering
of words in a syntactic structure of a language, such as the ordering of head and
modifier in a phrase, the ordering of subject, verb and object in a sentence, and the
ordering of a noun and its definite article in a noun phrase.

In Thai, the modifier is at the right side of its head. For example, in a noun
phrase, the modifier is at the right side of its head noun. The results in section 4.1.1.1
suggested that head and modifier relationship plays dominant role in sense
disambiguation of #7 /hua4/, thus sense indicators of #7 /hua4/ are WR. However, in
other languages, such as English and Chinese, the modifier is at the left side of its
head, which suggests that sense indicators of noun in English and Chinese may be at
the left side.

For the ordering of subject, verb and object in a sentence, since Thai is SVO
language, subject is at the left side of verb and object is at the right side of verb. From

the results in section 4.2, we can see that verb and object relationship plays dominant
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role in sense disambiguation of 1Ay /kepl/, thus WR are sense indicators of iy /kepl/.
The sense indicators of verbs in English and Chinese may be on the right side too as
English and Chinese are also SVO language.

The ordering of noun and its definite article are not considered in sense
disambiguation of Thai and Chinese words, as Thai and Chinese do not have definite
articles. English has definite articles, such as a the, which are at the left side of nouns.
However, they do not play role in sense disambiguation, as they are function words,
which contribute no clue for disambiguation. French has definite articles such as /a
le, which are at the left side of nouns and they have great influence on sense
disambiguation of nouns. Since /a is used with feminine nouns, and /e is used with
masculine nouns, senses of ambiguous nouns can be known if these definite articles
are present with ambiguous words. For example, in French, /ivre can have two
meanings. If it is feminine, it means "pound", if it is masculine, it means "book".
Thus, if la is present at the left side of /ivre, we know that /ivre means "pound", and if

le is present at the left side of /ivre, we know that /ivre means "book".

Thus word order in a syntactic structure has a great influence on setting the
hypothesis on locating sense indicators. Since different languages have different word
ordering, moreover, some languages are the same in some aspect of word ordering and
different in other aspects, different languages require different hypothesis. For
example, Thai, English and Chinese are SVO language, the location of sense indicators
for verb are the same. However, English and Chinese differ from Thai in that, a
modifier is on the left side of its head, thus the location of sense indicators for noun are
different from that of Thai. Thai and Chinese may not consider word ordering of noun
and definite article. =~ While English definite articles play no role in sense

disambiguation, French definite articles play dominant role.
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5.1.4 Can #73 /hua4/ be a representative for noun, and Ny /kepl/ be a

representative for verb?

After knowing that the optimal span for disambiguating %7 /hua4/ is 1WRL
and 1Ay /kep1/is 2WR and the sense indicators of %72 /huad/ and G /kepl/ are on the
right side, the question that follows is whether these results can be used for
disambiguating other nouns, and verbs. It is possible that these optimal spans may not
be applicable to other nouns and verbs. For example, the sense indicators of other
verbs such as 91 /khan4/ may be on the left side. This is because of subject and verb
relation, in which subject plays a good role in the disambiguation of ¥ /khan4/, as in
19191, 147 /khaw4/ "he", as a subject, is a good indicator of sense "to laugh", while in
'Zﬂ'élTu, 17 /kail/ "chicken", as a subject, is a good indicator of sense "to crow, coo".

Thus, there should be further study on sense disambiguation of other
ambiguous nouns and verbs to see whether the optimal span and the optimal side are

the same as those found in this study.

5.2 Conclusions

The summaries of the main points from this study are as follows.

5.2.1 The Analysis of all Possible Senses of #3 /huad/ and AV /kepl/

In chapter 3, we prepared manually sense-tagged corpus for the training and
testing processes. First, we manually assign the senses listed in the Thai dictionary of
"The Royal Institute" and found that these senses are not suitable to some context in
the corpus of "Bangkok Business" newspaper. So, we analyzed and established the

additional senses based on the data in the corpus. Based on the definitions listed in the
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dictionary and from the corpus, we got twenty senses of #7 /hua4/ and nine senses of

1A /kepl/.

5.2.2 WSD Using Decision List Collocation

In chapter 3, to find the optimal span for the disambiguation among the twenty
spans, we trained the algorithm twenty times for twenty spans of collocation. We got
twenty decision lists for twenty spans trained. Then, we applied each decision list for
the disambiguation of %72 /hua4/ and 1Ay /kepl/ on the unseen text. The algorithm
performs the disambiguation by choosing the sense co-occurred with word form that
has the highest collocational weight based on the principle that collocational patterns
that have higher weight are more statistically significant than those lower weight.
Therefore, they should be better sense indicators.

In chapter 4, we reported the results of the performance of the disambiguation
of #2 /huad/ and 1AV /kep1/. We found that £ 5 is sufficient for the disambiguation and
the optimal span for the disambiguation of #7 /huad/ is IWRL with the precision rate
of 87%, (AU /kepl/ is 2WR with the precision rate of 80.25%. The sense indicators of
#2 /huad/ and 1Ay /kepl/ are on the right side, while WL play some role for
disambiguating #7 /hua4/, they play very little role in disambiguating iy /kepl/.

We explained the results of the disambiguation based on three perspectives
namely, computational, syntactic and semantic. However, the main points that we
would like to conclude are from the syntactic perspective, which constitutes our
hypotheses, as follows.

The reason that the optimal span for the disambiguation of %72 /hua4/ is IWRL
because the sense indicators of #7 /hua4/ usually immediately co-occur with #7 /hua4/.
The sense indicators of #7 /hua4/ are at the right side because #7 /hua4/ usually acts as
the head and another noun, verb or adjective acts as the modifier at the right side. The

left side also plays role in the disambiguation of some senses of #7 /hua4/ because of
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the head-modifier relationship, in which #7 /hua4/ acts as the modifier of the head,
which is another noun, adjective or verb on the left side of %72 /hua4/. This indicates
that there are some semantic relationship between the head and its modifier. Thus,
whether %72 /hua4/ is a head or a modifier, its constituent part plays role in the sense
disambiguation. However, words on the right side are better sense indicators because
most of the samples found in this study have %7 /hua4/ as the head of the construction.

For (AU /kepl/, we found that the optimal span for the disambiguation is 2WR.
This is explained by the structure of serial verb in Thai, in which there usually is
another word between these serial verbs, and this word is not a better sense indicator as
the following verb. WR is the sense indicator of 1Ay /kepl/ because of the dominant
role of verb and object relation, in which the object of 1Ay /kepl/ can be used to
disambiguate the sense of 1Ay /kepl/. WL is not a sense indicator of 1Ay /kepl/ because
the subject and verb relationship as well as verb (at the left) and Y, /kep1/ relationship

play very little role in the disambiguation.

5.3 Further Suggestions

We would like to suggest two tasks that can be done further.

(1) To increase the performance of the decision list algorithm disambiguating
#1 /huad/ and 1Ay /kepl/, the following should be done.

(1.1) Increase the size of the training data. However, increasing the
size of the data means increasing both the number of the data and the quality of the
data. That is, the data should provide new information for the disambiguation.

(1.2) Resolve the problem of word forms that do not have
discriminate power of senses by using the concept of mutually disambiguation. For
example, if two senses of Wi /faad2/ "to buy" and "to hit" have already been

disambiguated, when #ia /faad2/ co-occurs with #2 /hua4/, %2 /hua4/ can be
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disambiguated. This is because there will be only one combination of meanings that
fits together. So, W1 /faad2/ sense "to buy" fits with #7 /huad/ sense "entity", and #1a
/faad2/ sense "to hit" fits with #7 /huad/ sense "head". By doing this, we have to
manually assign the correct senses of W1 /faad2/ in the training corpus so that when
training and testing, the algorithm will consider both word forms and their senses for

the disambiguation.

(2) To further develop this prototype program into the complete WSD program
in Thai by
(2.1) Applying the concept of mutually disambiguation for testing other
words by using word forms with disambiguated senses to help disambiguate other
ambiguous words.
(2.2) Testing with other words to find the representative of the optimal
span for WSD of noun and verb.

(2.3) Testing with other parts of speech such as adjective.



